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Abstract

Discrete Event Simulation is a powerful technique to mimic the evolution of
real-world or envisioned phenomena. A traditional way to achieve high perfor-
mance simulations is the employment of parallelization techniques, enabling the
exploitation of multiple computing units (e.g., CPU-cores). In the field of Parallel
Discrete Event Simulation (PDES), a classical way to exploit such scaled up com-
puting power is based on partitioning the simulation model into separate objects,
each one representing, in some sense, a work unit assigned to some CPU-core.

Motivated by the ever increasing diffusion and power of multi-core shared-
memory machines, this thesis devises and develops an alternative paradigm for
PDES, based on the idea that all the threads—so all the CPU-cores—running the
PDES platform can fully share finer grain work units, namely individual events
possibly bound to different simulation objects: this is the share-everything PDES
paradigm. This new paradigm allows concentrating, at any time, the computing
power—the CPU-cores on board of a shared-memory machine—towards the unpro-
cessed events that stand closest to the current commit horizon of the simulation run.
This fruitfully biases the delivery of the computing power towards the hot portion
of the simulation model execution trajectory, thus favoring balanced advancement
and providing optimized cross-object synchronization dynamics.

In our vision and design, sharing is not reflected into unaffordable thread coor-
dination costs, since the core concept we rely on is that of non-blocking thread
synchronization. In more detail, our first achievement is the design of a non-
blocking conflict-resilient event pool used as the central building block for the
share-everything PDES paradigm. Successively, on top of this pool we have built
an innovative cross-layer scheduling mechanism to deliver events to be processed
to threads in a non-blocking way—also in terms of accesses to the object states.
Finally, we present the design of a kind of ultimate share-everything PDES system
for multi-core machines that jointly provides:

1. fully non-blocking coordination of the threads when accessing shared data
structures and

2. fully non-blocking speculative processing capabilities—according to the Time
Warp synchronization protocol—of the events along simulation time.

We feel our achievements can bring a new perspective to the PDES community,
and more generally to researchers interested in the design of HPC platforms in the
era of multi-core shared memory machines, given that we slide to the opposite side
with respect to traditional HPC approaches based on workload partitioning schemes
across computing units.
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Chapter 1

Introduction

During the last decades, a direct implication of Moore’s law [1] has given rise to
a continuous increase of CPUs’ performance, thanks to ever increasing clock fre-
quency. This phenomenon allowed to execute programs faster just by (periodically)
replacing the underlying hardware with one based on a higher-clocked CPU without
the need for software and algorithms’ reshuffling. However, since 2003, because of a
physical constraint called power wall [2, 3], this trend is no longer in place, as shown
in Fig 1.1. In particular, while up to that date the increase of frequency was bal-
anced by a decrease in the required voltage, the extremely reduced size of transistors
has posed a lower bound on voltage requirements, causing the chip overheating.

However, industries, academic institutions, as well as final users are still demand-
ing for improved computing capacity in the machines. This has brought hardware
vendors to exploit the ever increasing density of transistors to increase the number
of CPU-cores, which translates into hardware explicit parallelism in the machine
chip-set. A machine with multiple CPU-cores can perform multiple software tasks
in parallel, thus hopefully providing better capability to execute software applica-
tions. Clearly, the benefits by this transition are not only experienced on the side of
daily programs usage. Rather, large amounts of CPU-cores on board of a same ma-
chine has led off-the-shelf multi-core machines to become a good (or even excellent)
opportunity for hosting HPC applications, like simulations. This happened also
because of the ever increasing size of physical memory (RAM) packed in a same
node. An aspect, the latter, that plays a central role in simulation applications
since large/huge models, or models with very deep levels of details, not only require
competing CPU speed, but also big in-memory (not disk/swap-based) processing
capabilities to achieve reasonable performance.

On the downside, several literature methods and platforms for High Performance
Simulation (HPS) have been conceived for scenarios where large computing power to
be dedicated to a specific simulation application was essentially based on clustering
machines via networking and message passing facilities. Consequently, several op-
timizations to make simulation platforms efficient were based on the assumption of
distribution of the workload among loosely coupled computing nodes, as opposed to
a single highly parallel multi-core machine. The multi-core era imposes, therefore,
to rethink how simulation systems need to be conceived so as to let them become

1



2 1. Introduction

Figure 1.1. Trend of CPUs over the years

multi-core specific systems, rather than simply re-adapting their design originally
tailored to a different kind of hardware platforms.

This thesis is devoted to study how to rethink simulation systems, particularly
Discrete Event Simulation (DES) ones, to fully exploit the opportunities provided
by multi-core machines. At the core of our proposals there is a very simple concept,
namely that threads running a DES application on a multi-core machine can share
the accesses to any portion of data representing the state of the simulation system—
including application-level data representing the current state of the simulation
model being executed. Hence the term “share-everything” simulation.

On the other hand, sharing data across concurrent threads is not a commonly
(or historically) accepted way of devising parallel scientific applications, which have
been typically implemented according to opposed paradigms, mostly relying on
data partitioning. As we will show, such paradigms, when applied to DES, can be
significantly overstepped by the share-everything DES paradigm, especially when
facing hard to-cope-with workloads—such as those exhibiting non-regular runtime
profiles—or workloads with very fine grain tasks.

The central problem to cope with when actuating the share-everything DES
paradigm is how to make the overall simulation system truly scalable. In fact,
data sharing requires coordination mechanisms across threads in order to maintain
data consistency in face of concurrent updates. Our approach to scalable share-
everything DES on multi-core machines will tackle the problem of guaranteeing
scalability by rethinking the algorithms that the simulation engine will run in order
to sustain the simulation workload. The objective is not only to outperform simu-
lation systems based on data partitioning—or adaptations of them to better match
the features of multi-core hardware—but also to enable DES to be run on future
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generation systems, possibly equipped with ever largely increased CPU-core counts,
while still providing improvements in performance.

Overall, when we think of a DES application run in parallel on a multi-core
machine according to the share-everything approach, we need to jointly consider
two potential impairments to scalability (and performance):

A) Threads need to coordinate with each other while concurrently accessing
shared data structures in order to keep them consistent; this aspect relates to
synchronizing threads along wall-clock time.

B) Threads need to coordinate with each other because of (potential or actual)
causality constraints among the simulation model updates they are perform-
ing; this aspect relates to synchronizing threads along the simulation (virtual)
time axis.

Therefore, an ideal share-everything DES platform should guarantee scalability
along the aforementioned two dimensions (wall-clock-time and virtual-time coordi-
nation) in a combined manner. On the other hand, the core design principles for
share-everything DES systems are to deliver the hardware computing power of a
multi-core machine to the actual simulation application in a manner that is intrinsi-
cally more effective with respect to what could be achieved by simply re-organizing
classical DES systems born to be run on clusters of loosely coupled processors, and
not natively thought as of multi-core oriented ones.

This thesis is a journey along a series of new algorithmic approaches and imple-
mentations that cover all the above mentioned aspects, starting from the introduc-
tion of the baseline logic to be employed for driving the activities of threads within a
share-everything DES system, and then going towards ever more complex solutions
pointing to the ambitious target of extreme scalability (in conjunction with actual
performance).

Our work brings advancements in two distinct areas of research, even though
these advancements are presented as a combined result of research efforts in these
areas for the achievement of cross-area solutions. The first one is obviously the one
of DES systems and applications, in particular Parallel-DES (PDES), for which we
will provide an overview of its basic concepts and reference methods in Chapter 2.
The other area is the one of non-blocking thread synchronization, to be recalled in
Chapter 3.

Our journey along the new ideas, algorithms and implementations will start
in Chapter 4 with the introduction of the baseline concepts standing behind the
share-everything PDES paradigm, as it is conceived in this thesis. In our view,
share-everything PDES systems are oriented to addressing a specific problem affect-
ing traditional PDES systems—or their reshuffling for multi-core machines—namely
the inability to “optimally” react (or adapt) their runtime behavior to very irreg-
ular workloads, showing sudden skews of events targeting specific portions of the
simulation model. They are also tailored to deliver in a better way the computing
power to actual simulation tasks in scenarios where fine grain tasks characterize
the simulation model execution. The presentation in Chapter 4 stands as a base-
line picture, and does not dive into any specific solution enabling/implementing
share-everything PDES.



4 1. Introduction

We start presenting such solutions in Chapter 5, where the problem of thread
coordination along wall-clock time is tackled via the introduction of a new non-
blocking shared event-pool management algorithm based on the innovative concept
of fallback execution path for event-pool operations. The fallback path, rather than
the classical abort/retry path characterizing non-blocking thread synchronization
algorithms in the literature, takes place (and is exploited) when conflicting accesses
by concurrent threads to the same data portion (the “currently hot” part of the
shared event pool) actually occur. This result makes a first realization of share-
everything PDES suited for scenarios where the ratio between the execution time
spent by threads in simulation-model specific tasks is a reduced percentage of the
overall execution time spent by threads within the whole set of PDES-system tasks
(application vs runtime environment tasks). A representative scenario is that of very
fine grain tasks when processing simulation events through simulation-model specific
software. However, by itself, such a result does not make the share-everything PDES
system capable of reacting to kind of adverse workloads yet, namely those with
clustering of activities (simulation model updates) on portions of the overall model
state.

This capability is achieved via an innovative way of scheduling the tasks to be
processed by concurrent threads, still via a non-blocking approach, which does not
only cope with the current state of the event pool, but rather also with the current
locality of operations by threads on the simulation model state. This is an innovative
cross-layer non-blocking scheduling approach, which we present in Chapter 6.

Up to such result, speculation in the execution of the simulation model plays a
role in our solutions, although limited. In Chapter 7, we finally present the design of
an algorithm for share-everything PDES on multi-core machines which fully tackles
the two coordination problems devised above (wall-clock time vs virtual time), thus
leading to the ultimate share-everything PDES system. This solution becomes an
additional instrument for the exploitation on multi-core machines according to the
innovative share-everything approach in scenarios where the previous ones may
result less effective, e.g., when dealing with reduced lookahead in the simulation
model.

Each solution has anyhow its relevance, especially depending on the actual con-
text where it would be used (lower or larger CPU-core counts, small vs large looka-
head, more or less regular workload and so on). This is an additional motivation for
our choice of releasing all of them–namely, their implementations—as free software
to the community.
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Chapter 2

Parallel Discrete Event
Simulation

Simulation is the art of mimicking the evolution of some real world or envisioned
phenomenon over time. This takes place by describing the phenomenon via a model,
which is formed by a set of variables and functions determining transitions in the
state variables. The action of carrying out the simulation is also referred to as
model execution. Nowadays, there are numerous applications where simulation is
employed, for both analysis and design purposes: traffic flow, chemical reaction,
buildings evacuation, biological system and so on. In particular, simulation is ex-
ploited for multiple goals, like events prediction [4], parameters’ optimization and
what-if analysis, as well as scenarios exploration.

Simulation applications fall in two main categories: continuous simulations and
discrete event simulations. As for the former category, the imitated phenomenon
evolves along a continuous time-axis, and the model-update functions rely on the
extensive use of mathematical formulas describing the relation between the values
of the state variables along time. As an example, if we consider a circuit made up
by transistors, resistors and capacitors, the behavior of such components along-time
is known to be captured by a set of equations. A continuous simulation uses these
equations, in the context of the specific components’ environment and connectivity
leading to the circuit structure, to produce a continuous graph which accurately
reflects the circuit state evolution along time. Unfortunately, mathematical equa-
tions used in continuous simulation applications can be computationally intensive
for being solved, which makes simulation a hard task to be carried out especially
in presence of thousands of interconnected elements. For this reason, continuous
simulation may be slow and consequently used only to simulate a relatively small
number of components which are described at a low level of abstraction.

The focus of this thesis is on the opposite class of discrete event simulation,
whose baseline concepts are provided in the next section.

7
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2.1 Discrete Event Simulation

In Discrete Event Simulation (DES), also known as event-driven simulation, the evo-
lution of the imitated phenomenon is driven by a sequence of events—possibly up-
dating the state variables used to model the phenomenon—which occur at discrete-
time instants. More in detail, these events are referred to as discrete since they are
characterized by an impulsive duration, meaning that the starting time of the event
overlaps with its ending time, leading to an instantaneous change of the state of the
modeled phenomenon. Overall, in DES the state-updates that are carried out along
model execution are dispersed, and no state change ever takes place in between the
occurrence times of two subsequent discrete events.

An example of discrete-event simulation can be given by modeling the evolution
of a chemical compound. In such scenario the only significant events, able to produce
a change in the state of the modeled phenomenon, are the actual chemical reactions
occurring at specific points in time. Of course, considering the counterpart real-
world phenomenon, many features of the compound could change between those
reaction events, but since they are not considered as relevant in the model—in
terms of their impact on the final outcome of the simulation—they can be dropped.
This is an important aspect, which makes DES a method with intrinsic baseline
ability to provide speed while executing the simulation model. Further, the discrete-
event-based approach can be often applied to model (or approximate) continuous
phenomenon, e.g., in order to speed-up their simulation. In these cases, we talk of
discretized models.

Historically, DES has been approached by two different (although related) per-
spectives: a formal one, oriented to some clear-cut definition (or specification) of
DES models [5, 6], and a methodological one, which is instead more suited/oriented
for the actual development of simulation systems and applications [7]. The second
perspective is the one targeted in this thesis, for which we provide an overview in
the next section.

2.1.1 Methodological approach to DES

The software that forms a simulation application can be seen as the composition of
two main parts: the first one is the implementation of the simulation model describ-
ing the phenomenon to be imitated. Here we have the data structures used to repre-
sent the model state and the software functions that access these data structures for
carrying out the execution of the events. The second one is the simulation kernel,
namely the part which takes care of driving the model-execution, namely of driving
the coherent and correctly sequentialized activation of blocks of code included in
the first part. While an encoded simulation model is devised to be run on top of
some (generic) simulation kernel, a lot of research effort has been spent to build
simulation kernels that can reveal efficient (e.g., fast) in differentiated simulation
scenarios (namely, when supporting different simulation model implementations).

Although being oriented to practical aspects and real simulation models/kernels
realizations, the methodological approach to DES is still based in some minimal
specification of a few main components:
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• a set of simulation states S representing the static part of the simulation,
namely discrete snapshots that can be taken along model-execution, and that
are represented by a set of variables;

• a set of events E, corresponding to the “causes” of state transitions in the
simulation model;

• a transition function σ(s, e) : S × E → S that, at the time when an event
e ∈ E occurs, starting by the current state s, and based on the nature (also
referred to as content) of the event, determines the new simulation state s′.

Mapping the definition of these baseline components to a software-based real-
ization of the simulation, a DES model implementation can be seen as a set of
event-handler functions (or, more simply, event handlers) to be used as callback
functions that pass control to the code portion implementing the simulation model.
The event-handlers capture events in input and, depending on the content of the
events, they produce effects in the simulation model state. Overall, the set of event
handlers are nothing more than the implementation of the aforementioned transi-
tion function σ(s, e), that, taken the current state and the received event, produces
the new state for the simulation.

The event handlers are activated by the underlying implementation of the sim-
ulation kernel, which also works as a container of the events to be passed in input
to the simulation model. As it will be clear in a while, the set of events contained
in the simulation kernel can be dynamic, namely new events can be dynamically
produced while model-execution is carried on. However, this must occur following
specific rules, based on causality concepts, used to characterize the correct evolution
of the simulation model execution. These same concepts also impact how (say, in
what order) the simulation kernel needs to deliver the events to the event-handler
functions invoked as callbacks.

We recall that each discrete event e has a corresponding instant of simulation
time Te for its occurrence, also known as timestamp of the event. When the event
e occurs, say it is passed by the simulation kernel in input to some event handler
for being processed, the simulation time—the current time as seen by the model
implementation—is advanced to the value Te. In fact, something is occurring in
the simulation model exactly at that time. As for this aspect, it is very important
to distinguish this “abstract” notion of time from wall-clock time (WCT), which
represents the passage of time in the real world, exactly as perceived by human
beings—and so by a CPU-core via some register regularly incremented at each ma-
chine cycle. Although WCT has nothing to do with the simulation time value along
model execution, it is a fundamental means for the assessment of the speed accord-
ing to which we can advance the simulation while we carry out model-execution on
a computer system.

At the begin of the simulation, one or more events are injected in the simulation
system to allow model-execution to start. Subsequently, new ones can be gener-
ated as a result of the execution of others, thus allowing the perpetuation of the
simulation. This is the dynamic event generation aspect we were referring to in a
previous paragraph. This aspect is also strictly linked to the notion of causality
among events—hence among transitions in the simulation model state. Formally, if



10 2. Parallel Discrete Event Simulation

an event e during its execution generates an event e′, it means that the generated
event e′ causally depends on e. This implies that, for the nature of the causal order
between events located in time, if an event e with time Te generates an event e′
with time Te′ , it follows that Te′ ≥ Te. In other words, e cannot affect the past of
the model-execution trajectory; rather only the present and the future. Moreover,
in order to guarantee a causally consistent evolution on the model-execution, the
simulation kernel has to schedule the processing of events in the order defined by
their timestamps.

Anyway, it can still happen that two different (dynamically produced) events,
namely e′ and e′′ will have timestamps such that Te′ = Te′′ . In this case we cannot
assume these events are ordered by their timestamps, an aspect that opens the prob-
lem of selecting what event would need to be executed before, and of how to make
this choice deterministic. The latter point is clearly related to the reproducibility of
the simulation results, namely the capacity to achieve exactly the same outcome in
different executions entailing the same initial events as well as the same initial state
of the simulation model. In order to guarantee reproducibility many aspects have
to be treated (e.g., determinism in the production of random numbers impacting
the content of dynamically produced events, as well as the model state), including
obviously the definition of an order among contemporary events, e.g., relying on
the use of a tie breaking function [8]. All of these solutions constitute a classical
enrichment of the simulation system.

Another important aspect to consider is that the simulation state can be par-
titioned in distinct simulation objects. The use of simulation objects, although not
mandatory, represents a useful extension that can provide the model developer with
improved semantic. It is also a means for linking the simulation model implementa-
tion with concepts characterizing object-oriented programming (such as modularity
and encapsulation). A simulation object is used to represent a portion of the model,
which can be, e.g., an agent in agent-based simulations, or a spatial region, such as
a portion of a building, or the cell covered by an antenna. In this way, for the model
developer is possible to describe the whole imitated world, concentrating time by
time on individual portions. Each portion can have its associated implementation
of the event handlers. On the other hand, events will trigger the execution of one or
another handler, associated with the different objects, depending on their content.

As noted above, the simulation kernel typically acts as the container of the events
that need to be eventually dispatched for processing via the invocation of the event
handler. The structure used to store the events to be processed is called event pool or
pending event queue. All the events have to be executed in the order established by
their timestamp, so the event pool typically is organized to return, each time a new
event-dispatching need to occur, the event with the smallest timestamp. This is also
referred to as the not yet processed event with the highest priority. For this reason,
priority queues are often used at the level of the simulation kernel, exactly ordered
according to the events’ occurrence time [9]. The event pool can be implemented in
different ways, a concept that is also related to studies which have demonstrated that
the most efficient solution—e.g., the one with lowest cost/overhead of the operations
for managing the insertions and the extractions of the events—can depend on the
nature of the simulation model. Some of the most diffused and effective solutions
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Figure 2.1. Simulation kernel flow chart

are the linked-list, the skip-lists [10], the splay tree [11], the calendar queue [12],
and the ladder queue [13].

In some cases, it is important to stop the simulation when a particular condition
occurs, with the goal to capture data (e.g., the current state value of the simulation
model) at the time of the condition occurrence. For these reasons, the moment (in
simulation time) at which the execution of the simulation has to stop needs to be
correctly determined in order to gather meaningful information and statistics from
the simulation experiment. To this purpose, it is important to define a particular
condition, called ending condition, whose validity (or non-validity) needs to be as-
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sessed, ideally after the execution of each event, in order to decide if the simulation
needs to terminate. The ending condition can be defined in different ways, e.g., the
occurrence of a specific event, or the reaching of a particular value in the simulation
state. Clearly, a simulation time range, whose end point needs to be reached, is still
an admissible choice, depending on the specific application.

On the basis of the above outlines, the simulation kernel is the component that
orchestrates the advancement of the simulation. The simulation kernel procedure is
broadly divided in two phases, a first one used to set-up and initialize the simulation
system, and a second one in which the actual simulation is carried out. A typical
flow chart of the simulation kernel procedure is shown in Figure 2.1.

During the initialization phase, the simulation kernel drives the sets-up of the
whole simulation environment: the (initial) resources required to sustain the execu-
tion of the simulation and the basic variables and data structures, used to manage
the event pool. Once everything is ready, the simulation initial events (INIT events)
are injected in the system. In common implementations this requires interaction
with some specific callback implemented at the level of the simulation model com-
ponent, since general purpose simulation kernels are agnostic of the model being
executed on top of them, hence of the events initially firing state transitions. The
same callbacks also do part of the job of initializing the state of the simulation
model, exactly because the kernel can be agnostic of what shape the state needs
to have in a specific application. So, they initially setup/store the simulation state
(possibly separated in multiple simulation objects)—this state can anyhow grow
and then be shrunk again along model-execution depending on the actual imple-
mentation of the event handlers and on the impact of executing them on the layout
of the simulation state in memory.

Once the simulation environment is set up and the simulation model is initial-
ized, the real body of the simulation job starts. This is carried out in a simple
main-loop cycle, which comes up with the processing of an event at each iteration,
until the end of the simulation is reached. In particular, in each iteration the un-
processed event e with the smallest timestamp Te is fetched from the event pool,
the simulation time is updated in order to reflect the advancement in the simulation
and, thus, the event e is processed relying on the proper event handler offered by the
simulation model implementation. During the execution of this event, new events
can be produced and, before moving to the next iteration, these events are flushed
to the event pool. At each iteration (or periodically for reducing the associated
costs) the ending condition is checked in order to see if the simulation has to be
stopped. Moreover, at the end of each iteration, it is possible to perform statistics
update, useful to audit the model execution, as well as the runtime behavior of the
simulation kernel and of the overall set of the involved software modules.

2.2 Parallelization methods

Implementations of DES simulation systems, based on the concepts we introduced
in the previous section, have a core limitation. This limitation is related to the
fact that such concepts do not kept into account parallelism. Therefore, any task—
either a simulation-kernel task or a simulation-application task—is sequentialized
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with respect to the execution of all the others. We may barely refer to this kind of
implementations as single process/thread simulation systems.

The historical modification of DES, aimed at including design concepts where
parallelism is included, is known as Parallel Discrete Event Simulation (PDES)
[14, 15]. PDES is a methodology that allows to execute a DES model on top of a
computing system entailing multiple computing units, and having the capability of
doing work related to different tasks in parallel.

The feature at the core of PDES is the aforementioned notion of simulation
objects, which was not strictly required by classical DES (although it may help by
the side of simplifying the job of implementing the simulation model), but rather
becomes mandatory in its parallel incarnation. In PDES the simulation object is
named Logical Process (LP) and represents the container of a disjoint portion of the
overall state of the simulation model.

More in detail, in PDES the simulation state is partitioned in N different LPs,
uniquely identified and labeled as LP0, LP1, ..., LPN−1, with the state of each one,
composed by private variables (or private memory areas), completely disjoint by
the other ones. Thus, the simulation state can be usually represented according to
the following formula that relates it to the states of the individual LPs:

S =
N−1⋃
i=0

SLPi ∧ SLPi ∩ SLPj = ∅,∀i 6= j (2.1)

where SLPi is the state portion associated with LPi.
The LPs are somehow autonomous entities, each one implemented with its own

event handlers for managing the occurrence of events involving the portion of the
model they represent. The relations between the simulation kernel and the simula-
tion model are quite similar to the ones discussed for the case of DES: the kernel
is still in charge of keeping the events—thus acting as event container—to be pro-
cessed and passing them to some event handler which implements the simulation
application logic. However, the notion of task sequentialization typical of DES is
overstepped by the fact that the PDES methodology enables event handlers of the
different LPs to be triggered for execution in parallel, clearly, if we have enough
hardware resources to do it; for example, we can deploy the different LPs—namely
their software implementation—on top of multiple CPUs (or CPU-cores).

However, with the aforementioned partitioning, the PDES methodology also
requires mechanisms to support the fact that some event affecting a portion of the
overall model state can then have effects on another portion. As an example, if we
are simulating an evacuation plan of a given area, and the area has been partitioned
into regions in the simulation model in order to assign each region (partition) to a
different LP, we need mechanisms to let the PDES application manage the scenario
where an entity that leaves a region may enter another region. This situation
involves evolving the states of two different adjacent regions in a coordinated manner
along model-execution.

To cope with this issue, PDES introduces a notion of message-exchange across
LPs. In particular, each time an LP experiences a state change—the exit of the en-
tity in our example—which has effect on the state of another LP, the former needs
to dynamically create an event—coding the entrance of the entity into the destina-
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tion region in our example—and send it via a message towards the destination LP.
More technically, still referring to the previous example, if some entity is leaving a
region represented by LPi to enter into another one represented by LPj at time t,
when processing the exit event of the entity, LPi needs to create an event ei,j that is
sent to the LPj, which is marked with timestamp t and contains information about
the change of location of the entity, as shown in Figure 2.2. On the other hand, it
is still possible that an individual LP dynamically produces new events destined to
itself, as shown by the event ek,k in Figure 2.2, which is used, e.g., to update the
simulated position of some entity within a same region represented by LPk.

As the reader may have noted, with such new paradigm, LPs can process events
in parallel, as if they were independent simulators of portions of the imitated phe-
nomenon. On the other hand, they are coupled by message-exchanges, leading to
cross-LP event scheduling—like for the case of the event ei,j in Figure 2.2. In such
a scenario we are faced with the big problem of determining what should be the ac-
tual dependency graph—the partial order—across executed tasks (events) in order
to maintain a consistent model-execution trajectory. Essentially, the partial order
among tasks’ execution that would need to be respected should provide the illusion
that the events produce state transitions in the simulation model—with each tran-
sition involving the state of some LP—as if they were executed according to the
order of their timestamps.

Clearly, enforcing such a global ordering at runtime would vanify any attempt to
exploit increased CPU(-core)s count for running the simulation experiment, since
we would fall in the scenario, quite similar to the one of DES, where only one task
at a time can be active. This would no longer be a parallelized execution.

Fortunately, the PDES methodology provides us with a sufficient condition
telling that a model-execution where events are completely sequentialized based
on their timestamps is equivalent, in terms of state trajectories of the LPs forming
the model—hence of the final global value of the simulation model state—to one
where the processing order of the events based on timestamp is ensured locally to
any LP. This leads to the scenario where we there is not a single value of the current
simulation time, but rather to one where each LP is associated with its own view
of simulation time advancement, named Local Virtual Time (LVT). However, the
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advancement of the LVT needs to comply with the local timestamp ordering prop-
erty when applied to the whole set of events destined to the LP. This set includes
the events dynamically produced by other LPs, like the event ei,j in Figure 2.2.

To better clarify this aspect, let us consider the example timeline in Figure 2.3.
Here we have three LPs, for which the processing of events is triggered in parallel
along model-execution. As we discussed the correlation among the LPs are actuated
via message-exchange and the messages carry events for the destination LP. In the
example timeline we have two events produced by some LP and destined to another
one. In particular, LPj produces, while processing its event with timestamp 9, a
new event destined to LPk. If this event is included in the event-processing sequence
by LPk right after the event with timestamp 5 is processed, but before processing
the one with timestamp 17, then for LPk the local timestamp ordering rule is re-
spected. On the other hand, the example shows how, for LPj , we have a violation,
since the event with timestamp 10, produced by LPi for LPj when LPi processes
its event with timestamp 6, is not included in the processing sequence of LPj in the
right timestamp order. In particular, when processing such newly produced event by
LPi, LPj has already processed an event with timestamp 15. This leads LV Tj to be
moved ahead of the timestamp of the event incoming from LPi, which violated the
local timestamp ordering rule. This anomaly is also known to as causality violation,
or causality error. A PDES system needs therefore to cope with causality viola-
tions, particularly by avoiding that these violations can really be materialized along
model-execution. Otherwise we might experience an incorrect model-execution tra-
jectory. This is the well-known virtual-time synchronization problem, which affects
how the LPs need to coordinate their actions along simulation time in order to ex-
actly respect the local timestamp ordering rule. Note that here we are not talking
of processes/threads synchronization, since virtual-time synchronization only deals
with the issue of coordinating the execution of tasks (events) occurring at the dif-
ferent LPs, independently of what process/thread will be in charge of running the
event handlers that lead to task execution. This is true under the baseline assump-
tion, characterizing the classical PDES methodology, that each individual LP is still
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a sequential entity, so the tasks involving it are executed along a sequence, and with
no overlap with each other.

In order to face this problem, with the goal to ensure the correctness of the
simulation, different approaches are available in the literature [16, 14]: conserva-
tive, optimistic or adaptive. The conservative approach [17, 15, 18] guarantees the
correctness of the simulation by ensuring that an event is executed only when it is
certain that no other event, with smaller timestamp, will income destined to the LP.
The optimistic approach [19] follows the opposite scheme where all the events can
be processed at some LP at any time, independently of events that will be dynam-
ically produced by other LPs and will income. On the other hand, in the scenario
of an incoming straggler event—one with timestamp in the past of the LVT of the
destination LP, see Figure 2.3—causal consistency is recovered via proper actions
based on computation undo schemes. Overall, the conservative approach prevents
inconsistencies while the optimistic approach recovers from inconsistencies if they
actually occur. Finally, the adaptive approach [20, 21] combines the conservative
approach and the optimistic approach according to different schemes.

2.2.1 Conservative virtual-time synchronization

As hinted, the conservative approach is based on preventing the occurrence of causal-
ity violations. This requires algorithms and mechanisms for determining when an
event destined to a given LP can be safely processed since we are sure that no other
event will ever income with a smaller timestamp. In other words, we need to assess
when some event currently stored at the level of the simulation kernel will not be
eventually “hit” by some straggler event once processed.

Solutions to this problem have been originally proposed in [17, 15]. In these
proposals, it is in charge to the simulation model developer to notify explicitly
which LPs are directly interconnected. At the level of the simulation kernel, a
channel is defined for each (directional) pair of communicating LPs (namely, for
each communication link specified by the model developer). Each channel is a queue
marked with the smallest timestamp of the events currently traveling along the
channel (those to be processed), or of the last one already extracted and executed,
if the channel is currently empty.

With this support, the simulation can be carried out by:

• selecting the event with the minimum timestamp from the incoming channels
and triggering the execution of this event at the destination LP; or

• temporarily blocking the LP if the queue marked with the minimum times-
tamp is empty—in this case, selecting an event from a non-empty queue could
produce local timestamp ordering inversions (causality violations), if an event
with smaller timestamp is received later on the currently empty channel.

If, by one side, this approach is enough to ensure that nothing wrong happens,
on the other side it does not guarantee the advancement of the simulation. More in
detail, it can lead to deadlocks caused by the absence of new messages on an empty
channel. Let us assume a simulation model that adheres to the LPs’ interconnection
scheme in Figure 2.4. There is a communication channel between LP1 and LP3,
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there is one between LP3 and LP2 and there is one between LP2 and LP1. Further,
each one of the three LPs has another communication channel with other LPs.
All the queues associated with the three channels connecting these LPs are empty,
then there is a deadlock situation. This happens because, even though there are
additional queues that continue to store incoming messages from other LPs, the
simulation kernel keeps on checking the empty queue of incoming events to each of
the three LPs (thus maintaining the three LPs blocked in simulation time) because
it is marked with the lowest timestamp.

A solution to this problem is based on using null messages [22, 15], namely
messages characterized by an empty body and a timestamp. The objective of these
messages is the one of indicating that no events with smaller timestamp (than the
one of the null message) will ever travel along a channel. This allows coping with
deadlocks since a null message can break the cycle of waits for incoming information
along channels. However, the volume of null messages can be significant in scenarios
where LPs can send no real events to others for a significant portion of the simulation
run. The management of null messages can lead to runtime costs, which are an
additional source of performance loss. We recall that such performance loss can
be experienced in conservative synchronization also because of block phases of the
LPs, especially when the number of non-blocked LPs at any time is lower than the
actual number of CPU-cores we may have available in the computing system. This
is a scalability problem affecting conservative synchronization [23].

On the other hand, the specific peculiarities of the simulation model can help
tackling the aforementioned problems. In particular, for several models it can be
reasonable to think that the new events generated by the execution of an event e
at time ts, cannot be marked with a timestamp smaller than ts + L. This means
that, for the specific model, there is a minimum simulation time interval between an
event occurrence and the occurrence times of the ones generated by it [24]. If this
is true then the indications that travel along channels, particularly the timestamp
of some null message, not only indicates that nothing will income up to that time,
but rather that nothing will income up to that time plus L. In fact, null messages
are typically marked with the minimum time for the occurrence of something not
yet occurred (some not yet processed event) at the source LP.
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For example, considering again the area evacuation model where there are enti-
ties moving to reach the exit point, it is possible to assume that, when some entity
enters in a region at time ts (an action that is materialized by the execution of an
event at the LP representing that region), it will take some minimum time L before
reaching the next region. This value L takes the name of lookahead and can be
exploited in order to identify, at any time, more events incoming from input chan-
nels as safe to be executed, since they will not eventually be hit by some straggler
(related to the entity entrance into the region in our example). This reduces the
risk of blocking scenarios, and also leads to the need for a reduced volume of null
messages to travel across the LPs.

However, it is not always possible to define a lookahead value for the simulation
model. In fact, in some applications we may have events occurring at some time
that generate new events occurring at the same time (like a kind of instantaneous
effect propagation). Also, the lookahead value could be small, thus having limited
impact on avoiding blocking scenarios.

2.2.2 Optimistic virtual-time synchronization

As discussed, conservative virtual-time synchronization can lead to limited exploita-
tion of the hardware resources provided by the underlying architecture, especially
because of blocking scenarios leading running processes/threads to the impossibility
to carry out, for a while, the execution of event handlers for events hitting specific
LPs.

The optimistic (speculative) virtual-time synchronization approach, originally
conceived in [19] under the name Time Warp, is based on the idea that, if there are
available resources, rather than leaving them unused, these should be employed to
execute tasks that could be (they have the potential of being) correct, thus useful.
Basically, there is a bet done before on the fact that this work can be really useful,
discovering only later if it was actually rewarding, thus if the gamble paid off. If
the work done is discovered not to be correct, the achieved outcomes are discarded,
as well as the side effects on the model-execution trajectory, thus resuming the
execution flow from a correct (say, causally consistent) point. Otherwise, they are
confirmed by simply continuing the execution and making the side effects of the
done work on the simulation model state permanent. The main advantage of this
approach is related to the fact that the resources used to perform the speculative
execution would not be used otherwise by conservative synchronization in the case
of LPs blocks.

We note that speculative processing is not a prerogative of optimistic virtual-
time synchronization. In fact, it is exploited in a number of other fields ranging from
superscalar pipeline processors [25]—where speculation (also termed as out-of-order
pipeline) is used to fully exploit all the components of a CPU without waiting the
outcome of the previous instructions—to file prefetching [26], and to concurrency
control algorithms in transactional systems [27]. In any case, speculation in PDES
has its own peculiarities.

When executing the simulation model under speculative synchronization, the
next event already available (at the simulation kernel) for processing at some LP
is with no delay eligible for CPU-dispatching. Clearly, this is the event with the
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minimum timestamp the simulation kernel is already aware of, which is not yet
processed by that LP. We note that such an event might be a straggler—it might
have a timestamp lower than the current LVT of the destination LP—just because
event processing is not subject to previous assessment of event safety with respect to
local timestamp ordering. When the simulation kernel needs to CPU-dispatch the
execution of a straggler, the state of the target simulation object has to be restored
to a consistent value, meaning that the corresponding LVT can no longer be greater
than the timestamp of the straggler event.

Let us consider the scenario in Figure 2.5. Here, when LPj receives from LPi the
message containing the event e with timestamp Te = 8, the simulation kernel checks
whether it is smaller with respect to LV Tj and, if such condition is true, actions
are taken to rewind the execution trajectory of LPj to the time of the previously
executed event r having the higher timestamp tr such that tr < 8, that is tr = 6. In
this way, the execution of the event e is materialized as occurring in timestamp order
locally to LPj . In fact, performing such a rewind operation, commonly termed as
rollback of LPj , the effects on the state of LPj produced by the events between the
LV Tj value prior to the rollback and tr have been discarded. However, during their
executions these events could have dynamically generated other events, possibly
sent towards other LPs via messages. In particular, the execution of the event
with timestamp 9 at LPj has generated a new event with timestamp 11 destined
to LPk, which has no more reason to exist since its parent has disappeared from
the execution trajectory of LPj as soon as the rollback is performed. Of course,
the execution of the event with timestamp 9 could still generate an event with
timestamp 11 once the execution of LPj is resumed from the correct state and then
continued, but in such case it will represent a completely new incarnation of the
event.

We also note that, the rollback operation involving LPj , has produced in turn an
inconsistent simulation state also by the side of LPk. Thus, LPk has to be informed
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by LPj that the event (or the specific incarnation of it) with timestamp 11 no longer
exists. In order to fulfill this objective, the optimistic synchronization mechanism
relies on the notion of anti-message. This is a copy (or a digest) of the originally
sent message, but with a kind of negative sign, indicating that the originally sent
message needs to be annihilated.

On the recipient side there are two possible scenarios: the event to be annihilated
has not yet been executed (it is stored by the simulation kernel but no CPU-dispatch
involving it took place), or the event has been already processed. These scenarios
can be distinguished one from the other by relying on the LVT of the recipient LP,
similarly to what happens upon the arrival of a straggler event. If the timestamp
associated with the received anti-message is greater than LV Tk, the original event
figures as not yet been executed along the current LPk’s trajectory, thus is enough to
discard (annihilate) its positive incarnation. On the other hand, if such timestamp is
smaller than LV Tk, the corresponding event figures as being executed, thus bringing
the evolution of LPk on a wrong trajectory. In this case, LPk has to rollback too to
a consistent state (as it happens in the example in Figure 2.5). This phenomenon,
namely the fact that a rollback of an LP has produced a rollback on other LPs, is
named cascading rollback.

The operation of bringing back the state of an LP to a previous value is crucial
in optimistic virtual-time synchronization. For this reason, state restoration in
speculative PDES is one of the most studied topics. In the literature there exist two
main approaches to support rollback operations of the state of the LP. The first one
relies on the concept of save state & restore, and it is the original rollback approach
proposed in [19]. The second one relies on the concept of reverse computation of
the executed simulation events, and assumes that, starting from an event, it is
possible to generate a negative event, able to completely revert the execution of the
original one, thus completely reversing its side effects on the state of the LP. These
approaches are discussed in the following paragraphs.

State saving

This technique is based on the idea that is possible to store, after the execution
of each event e destined to LPi, a copy of its simulation state, associated with the
event timestamp te, SLPi(te), called snapshot (or also checkpoint) [19]. So, when a
straggler event or an anti-message is received with timestamp ts, a rollback can be
performed by identifying and restoring the simulation state SLPi(tr) such that tr is
the highest timestamp among the ones associated with the different snapshots and
such that tr ≤ ts.

The state saving operation can be performed transparently by the simulation
kernel, or can be done involving the simulation model code. In any case, this
operation requires to identify the portion of memory where the simulation state
of the LP is stored and to execute specific software modules for creating the state
copy when taking a snapshot (or reloading the taken copy when rolling back the
LP). We note that copying the whole memory region where the LP state is stored
after the execution of each event can be a time and memory consuming operation,
especially for large size of the state image. In order to reduce such costs two different
orthogonal approaches have been studied: 1) reducing the amount of snapshots
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taken during the execution; 2) reducing the amount of information stored for each
snapshot.

As for the first approach, it is important to consider that, in order to restore
a state that is consistent with respect to timestamp ts, any state SLPi(tr) such
that tr ≤ ts is a good candidate, providing that the sequence of events executed
between tr and ts is still available (e.g., it is still stored by the simulation kernel).
In fact, it could be possible to restore any state in the simulation just starting form
whichever past snapshot and re-executing again all the events with simulation time
in the interval between the snapshot time and the time of the state to be restored.
Therefore, in order to reduce the cost associated with taking a snapshot and, at
the same time, reduce the memory footprint, it is possible to reduce the frequency
with which the state saving operation is performed, as an example increasing the
number of events executed between two consecutive snapshots. With this approach,
named Sparse State Saving [28], when a consistent state at timestamp ts has to be
restored, the last snapshot SLPi(tr) such that tr ≤ ts is reloaded and then all the
events e such that tr ≤ te ≤ ts are executed in timestamp order, performing the so
called costing forward phase of the rollback. It is important to take in mind that
the events re-executed during the costing forward phase are not part of a different
trajectory, with respect the previously followed one. Therefore, such re-execution is
only an artifact of the state restore operation, and needs not to actually re-generate
new events that were already produced in the original execution. In other words,
the coasting forward phase is a kind of silent execution only aimed at realigning the
LP state to the correct final value in a rollback operation. This can be reached by
having the simulation kernel to filter these new events during the costing forward
phase, thus avoiding resending them towards the destination LPs.

Moreover, since the costing forward phase has to produce the same simulation
state reached during the original execution, it is important to have a deterministic
behavior in the event execution while performing costing forward operations. This
means that the whole software architecture needs to provide piece-wise-deterministic
behavior, meaning that if some execution step may be subject to non-determinism,
then some action needs to be taken to make this deterministic, e.g., via logging of
the information that lead to the specific final outcome for that step. This aspect is
crucial when the model developer relies on some pseudo-random number generator
(PRNG) to drive the updates of the LP state. In particular, such pseudo-random
number generator has to support rollback operations by producing the same se-
quence of random values while executing the same simulation trajectory multiple
times, e.g., in coasting forward phases. This can be done either storing the seed
associated with the PRNG within the snapshot of the LP state, or implementing a
generator able to undo changes of its internal state.

The period among two consecutive snapshots (or the specific points at which
state snapshots need to be taken) can be fixed (periodic state saving) or variable
(adaptive state saving). This allows for tuning the state snapshot subsystem in
order to optimize the tradeoff between the costs spent in taking the state snapshots
and the costs for reconstructing a state that was not saved via coasting forward
[29, 30, 31, 32, 33, 34].

Another technique that can be used to reduce time and memory footprint of
snapshot operations is the one of reducing the amount of information saved with
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each snapshot. This technique is based on the observation that, depending on the
specific logic implemented by the simulation model, the most part of the LP state
could be left untouched (e.g., only accessed in read mode) by the execution of some
event. So, it would be possible to save only the touched portion to achieve backward
state-reconstruction in a rollback phase. This technique, known as Incremental State
Saving [35], aims therefore at reducing the size of the single snapshot by storing only
the modified portion of the state, also reducing the execution time to perform the
save and restore operations. The state portion modified by the execution of an event
can be explicitly notified by the model developer or can be transparently identified
by the simulation kernel. In particular, effective techniques are the ones relying
on transparent code instrumentation [32, 36, 37, 38, 39, 40]. These approaches
parse the (assembly or source) code of the simulation model to identify memory
updating instructions (or statements), in order to add a call to a module that
makes a copy of the old value stored into the LP state before the actual update
takes place. Thus, when a straggler event or an anti-message arrives triggering a
rollback operation, the chain of logged values is backward scanned, realigning the
memory to some previous consistent state. This technique can be made completely
transparent for the programmer, who has not to modify the original simulation
model implementation since this mechanism can be automatically supported by
the simulation kernel and by the compiling tools associated with it for generating
executable versions of the simulation model code.

Incremental and non-incremental snapshots have been also combined with each
other. An example is provided in [41] where, relying on the instrumentation of
the assembly code of the simulation model, each time a memory update is iden-
tified, the old value is not directly stored, rather, a dirty bitmap is updated in
order to keep track of the portion of memory modified. Thus, periodically a state
snapshot is taken by saving the memory areas updated with respect to the last
(non-incremental) taken snapshot. In [32] the combination of incremental and non-
incremental snapshots is based on a dynamic and simulation-model transparent
switching technique, which selects the best suited operation mode depending on the
specific phase of the LP execution.

Reverse computation

The reverse computation approach is based on the idea that it is possible to auto-
matically generate for each event e a reverse event re able to restore the previous
state value by executing in reverse order the operations of its corresponding positive
version [42]. Thus, storing a chain of revers events for each LPi while advancing
in simulation time, it is possible to restore a consistent simulation state SLPi with
respect to a timestamp ts just backward scrolling such chain of reverse events (and
processing them) until the first reverse event re such that tre ≤ ts is found.

A reverse event can be seen as a reverse ordered copy of the positive one, with
each operation replaced by its inverse incarnation within the event handler (e.g.,
an addiction is replaced by a subtraction of the same value). However, a series
of problems have to be faced in order to reproduce the exact reverse behavior.
For example, by simply reversing the operations’ order it is not possible to cover
scenarios with variables driving branch conditions, since the values used by the
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condition could be still to be computed. This problem can be easily faced by
storing the result of the branching condition in the corresponding reverse event (as
a minimal form of snapshot information associated with the reverse event).

Another problem is represented by the fact that not all the operations are re-
versible. This is the case of disruptive operations, namely operations whose execu-
tion fully overwrites via simple assignment the previous value, such as a memory
copy operation. These situations have to be managed instrumenting the original
code to store each time the previous value, generating an incremental fine-grain
snapshot for each memory update [36].

Also if the reverse computation technique could introduce a significant overhead
in terms of memory footprint (falling back to fine-grain state saving in case of
events characterized by a large amount of disruptive operations) and rollback cost
(requiring to execute the whole reverse event chain until the state to be restored),
it can give an important reduction in the time needed by rollback operations if the
state to be rolled back is near to the actual logical time of the LP. A solution coping
with this problem, which is based on the dynamic generation of so called undo-code-
blocks, has been recently presented in [43]. In this approach, reverse computation
is mixed with classical snapshot-based approaches in an optimized manner. Also,
machine code for reverse events is not based on the implementation of the reverse
logic, but rather on the implementation of instructions that only revert the side
effects in memory, packing the values to be restored as (immediate) operands of the
reverse event code block.

2.2.3 Adaptive approaches

Conservative and optimistic virtual-time synchronization are opposite solutions that
have been comparatively assessed in many works. While the conservative approach
has proved to be able to efficiently parallelize models provided with good lookahead,
the optimistic approach has been shown to offer good results even in the absence
of lookahead information, as long as the rate of causality violations is not too
high (going to frustrate the benefits of speculation). A third possibility in the
literature has been offered by adaptive schemes, which try to combine conservative
and optimistic virtual-time synchronization in various ways.

One of the most promising approaches in this direction is offered by the Local
Time Warp approach [44]. In this solution, when an event is found to be unsafe it
can be speculatively executed in two different ways. In particular, the two different
execution modes are distinguished according to the locality of the event, namely the
amount of LP possibly involved in a rollback due to the arrival of a straggler event.
The most conservative mode speculatively executes events without forwarding the
ones produced by these executions and destined to other LPs, until safety of these
executions is certain. The second mode instead spreads the events produced during
the speculative execution in a constrained manner, particularly by defining a window
(in terms of simulation time or amount of executed events) within which the events
are allowed to be sent.

The reliance on virtual-time windows to temporarily stop the execution of events
at the LPs that already hit the upper bound of the window while processing events
is another scheme used in, e.g., [45]. The idea behind these solutions is the one of
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reintroducing block phases (proper of conservative synchronization) in a speculative
processing scheme, with the aim at avoiding a large divergence of the LVT across
the different LPs. This should favor reducing the volume of causality errors—in
fact the LVTs can diverge at most by the selected side of the window.

Other solutions are based on the so called throttling technique, which is based
on introducing delays in the speculative processing of the events whose “value”
(in terms of their likelihood of being actually revealed as causally correct after
their execution) is low. Clearly, unbounded delays would lead to processing events
under pure conservative synchronization, at the price of uncontrolled performance
degradation. In this class of solutions we find the Elastic Time technique [46], or
other similar approaches [47, 48, 49, 50], where the speculative behavior of each
LP is constrained by delaying the execution of events that are too far in simulation
time—this is done in the hope to process them with increased likelihood of their
causal correctness.

In all the above approaches we see how the baseline reference scheme is opti-
mistic synchronization, so conservative synchronization plays the role of brake for
speculative processing. A different approach is explored in [51], where a proto-
col natively embedding safe and unsafe processing of events is presented, although
standing as a pure theoretical proposal with no actual implementation.

2.2.4 The role of Global Virtual Time

Speculative virtual-time synchronization is based on the idea that it is possible
to go forward along the simulation trajectory without any previous assessment of
causal consistency of the events processed at the LPs, restoring some previous cor-
rect state if a causality violation is detected. As explained in the previous section,
in order to enable state restore at any point along simulation time, state snap-
shots are taken and processed events are kept stored even after their execution,
so as to use them in any coasting forward phase. However, while the simulation
advances, such amount of stored information can lead to significant memory foot-
print, an aspect that can definitely impact performance. Further, as an extreme,
memory unavailability caused by address space exhaustion could lead to aborting
the simulation run. Thus, it is mandatory to perform periodic fossil-collection op-
erations to reclaim memory used to store obsolete information that is sure to be no
longer needed for supporting any rollback [52]. As for this aspect, we recall that
reverse computing—where we can simply use reverse event handlers for backward
reconstruction of the LP states—tackles this problem only partially, given that, as
discussed, to be really effective it needs to be complemented with some form of
checkpointing (see, e.g., [42, 43]).

To cope with this problem, optimistic PDES relies on the concept of Global
Virtual Time (GVT). It represents a kind of time-barrier separating the portion of
simulation that can still be retracted from the one that can no longer be affected
by causality violations—namely the committed portion. GVT is defined as the
minimum timestamp of any event being processed, or still to be processed, and any
in-transit message/anti-message. Although the GVT value characterizes the status
of the simulation run at any WCT instant, algorithms for (periodically) computing
the GVT value [53, 54, 55, 56] typically provide “lower bound” approximations
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of the real GVT value at the current WCT. However, these approximations are
still useful to discard stored information related to the execution portion that has
become irrevocable.

In some sense, the GVT value represents the commit horizon of the simulation
run, and it is also exploited to carry out other tasks (beyond memory recovery) such
as the displaying (or auditing) of intermediate simulation results that are already
known to be correct—they are guaranteed to be not affected by virtual-time syn-
chronization errors. Concerning such output production, the frequency with which
the GVT is computed (and an updated value is actually determined) is relevant
especially considering interactive simulations where I/O operations providing new
data to end-users must be committed as soon as possible. On the other hand, the
GVT algorithm has a runtime cost that needs to be considered when tuning the
frequency of its execution.

Clearly, depending on the actual configuration of the state restoration support, it
could be possible that some stored information related to simulation time preceding
the GVT value still needs to be kept upon fossil collection. Considering for example
periodic state saving, starting from the last computed GVT value, it is possible
to define, for each LP, a timestamp tr corresponding to the oldest state snapshot
that could need to be reloaded by a rollback. In particular, identified for each LP
a timestamp te associated with the oldest event to be possibly rolled back, namely
the first one with timestamp greater than the GVT value, tr corresponds to the
latest taken snapshot such that tr ≤ te. Thus, at each WCT instant all the saved
snapshots s of the LP state such that ts < tr can be discarded (see Figure 2.6),
together with all the events belonging to this virtual-time portion. Obviously, the
fossil collection operation can be performed after a new GVT value is computed
to make memory recovery prompt, and also in this case it is important to find a
correct tradeoff between the frequency of GVT computation, and the advantage
from memory recovery at that frequency (such as improved locality).

As a final important note, the concept of GVT has been used in optimistic PDES
mostly to drive the aforementioned housekeeping tasks. The solutions provided in
this thesis will exploit the GVT value as core information not only for housekeeping,
but also for driving the scheduling of the core activities (such as event processing)
along the threads that will run the share-everything PDES system, as we will clarify
in Chapter 4.
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2.2.5 Software architecture aspects

As the reader may have noted, PDES and its flavors (conservative and optimistic)
have been presented in terms of their baseline methods. However, in real PDES sys-
tems these methods need to be supported by specific algorithmic steps, and therefore
by the design and implementation of the simulator architecture driving these steps.
Since this thesis is exactly focused on new algorithms and implementations for sup-
porting the PDES methodology on multi-core machines, in this section we outline
the common literature way of building the architecture of PDES systems. This
description will constitute an additional important background for understanding
the innovative contributions by this thesis. Given that our focus is on specula-
tive PDES (although initially on limited speculation capabilities), our description
will be essentially tailored to PDES systems adhering to the optimistic virtual-time
synchronization approach.

In classical architectural implementations of these systems (see, e.g., [57, 58, 59,
60, 61]), the simulation kernel is partitioned in multiple kernel instances, each one
managing a subset of LPs (so each LP is hosted by exactly one kernel instance)
as if these LPs and the hosting kernel instance were a unique system in charge of
simulating the evolution of a sub-model of the original simulation model—although
we know that they are not really independent because of the possibility of cross-
LP scheduling of events. These kernel instances have been historically devised as
different single-thread user-space processes, so that they can be run on different
single CPU-core machines interconnected via a network.

More recent research trends have addressed the topic of reshuffling the tradi-
tional PDES architecture, to realize multi-threaded simulation kernels [62, 63, 64,
65]. The new architectural organization has one or more kernel instances deployed
on a single or more machines and each kernel instance is in charge of managing
multiple processing units (multiple CPU-cores), relying on the worker thread (WT)
paradigm (see Figure 2.7), where each thread implements a main simulation loop.
The main loop can be evenly defined for each WT or can be differentiated in order
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to assign to each of the WTs a specific task (e.g., message passing, event processing
or housekeeping tasks) [57, 66, 67, 68].

Nevertheless, in these solutions, the notion of binding between a thread—say
a WT—and a set of LPs is still in place. In particular, a WT does not directly
share the management of the LPs with the other WTs running the PDES applica-
tion on the multi-core machine. The presence of shared-memory in the hardware,
and address space sharing across WTs, has been in fact exploited for optimizing
cross-thread message passing (reflecting the message-passing operations triggered
by the dynamic creation of new events when some LP processes an event) as well as
message-passing operations related to housekeeping algorithms such as GVT com-
putation [54].

Overall, a WT is the only responsible of managing the event queues of its asso-
ciated LPs—including the output queues storing the events dynamically produced
by the LPs, which are useful if we need to produce anti-messages, namely nega-
tive copies of these sent messages. It also manages all the per-LP data structures
needed to guarantee state restoration (such as state snapshots). At the same time,
the WT schedules the events for execution as if it was a standalone simulator, so
it always selects the event with the minimum timestamp among those not yet pro-
cessed and destined to its bound LPs—this is also known to as Lowest Timestamp
First scheduling [69, 70]. Anyhow, this does not save from causality errors since
LPs bound to other WTs can produce events destined to local LPs with timestamps
in the past of their LVTs.

Within this panorama, a few works started devising kernel level algorithms and
protocols specifically suited for shared-memory, thus not only based on some shared-
memory implementations of the underlying message-passing operations. Along this
path we find approaches for shared-memory computation of GVT [54, 55], as well
as approaches for shared-memory suited load-balancing [71, 72, 73].

The last concept, namely load-balancing, introduces an additional core point
of interest for us. More in detail, even if the suite of all algorithms and related
implementations for putting in place the speculative PDES paradigms were largely
optimized—we can think of messaging, state restoration as well as GVT—, a core
impairment might lead speculative PDES to (partially) fail in its objectives of high
performance and scalability.

This impairment is essentially related to the existence of the aforementioned
binding between WTs and LPs, which is the motivation for the need of load-
balancing policies aimed at dynamically changing such binding for keeping the ad-
vancement of LVTs balanced (along model execution) across the overall set of LPs.
If a “perfectly” balanced advancement would not be guaranteed, then causality er-
rors might become the predominant factor negatively affecting performance (even
under extreme efficiency while managing each single rollback operation). However,
under load-balancing, an LP bound to some WT cannot be arbitrarily (at any point
in time) CPU-scheduled for executing its events by other WTs, even though in prin-
ciples the LP (and its state) as well as its support data structures—such as event
queues and state restoration information—are at any time accessible to all the WTs
running the PDES application on top of the multi-core machine. This imposes a
kind of limitation on how the PDES system architecture uses the computing power
in the underlying multi-core machine—and delivers it towards the simulation model
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so to achieve the “perfect” balance of the LPs’ advancements—a drawback which
is directly tackled by the share-everything paradigm we explore in this thesis.

Overall, in such literature PDES systems, WTs do not share all the core data
representing the state of the model execution at arbitrary points in time. Such a
sharing, with all its benefits, is explored in this thesis via optimized non-blocking
shared-data management approaches suited for PDES. The concept of non-blocking
management of shared data structures across concurrent threads, known in liter-
ature as non-blocking synchronization, and the related main literature result, are
recalled in the next chapter so as to finalize the background information required for
the understanding of the PDES-suited technical solutions provided in this thesis.



Chapter 3

Non-blocking synchronization

To ensure correctness (data consistency) while executing a multi-threaded applica-
tion where threads access share-data structures, some form of thread synchroniza-
tion (coordination) along wall-clock time must be adopted. This aspect is related to
the notion of safety of a (concurrent) application, a property implying that nothing
bad happens along the execution of any thread. In other words, a program satisfies
the safety property if in all its possible executions (histories) its result is guaranteed
to be correct. In fact, we can consider a shared resource (a shared data-structure) as
an object characterized by a set of possible values it can assume, and a set of opera-
tions to manipulate such object making it transit from an admitted value to another
one. These operations are characterized by pre-conditions and post-conditions that
have to be respected by the object implementation. While in a sequential applica-
tion it is quite easy to proof that such conditions actually hold, for a concurrent
application, a way to detect correctness has to be provided.

This is done by checking if the performed operations (identified by an invocation
and a response) during a concurrent history can be reordered in order to build an
equivalent sequential one. In particular, a concurrent history (characterized by the
interleaving of invocations and responses along different threads) is equivalent to
a sequential one if it is possible to reorder it, obtaining the sequential one, while
keeping all the histories associated with each single thread (thread sub-history)
equivalent. Thus, safety can be defined by the linearizability property [74]: a con-
current algorithm is said to be linearizable, if, for any possible history it is possible
to generate an equivalent sequential history such that the semantic of the objects on
which the algorithm insists is respected. In other words, an algorithm is considered
linearizable if, for each invocation of an operation, it appears as if the operation
takes effect instantaneously (atomically) between its invocation and its response,
while the total ordering of these operations corresponds to a valid sequential one.

To guarantee correctness, the most diffused technique is mutual exclusion, which
relies on the locking primitive to enable one thread instance in a parallel program
to execute a critical section. In other words, a thread is enabled to perform read/-
modify operations on share-data only if no-one else is performing the same action
at the same time. Such solution looks as a paradigm suited for low-to-medium
scale systems/application-deploys, but does not look to exhibit the adequate level
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Table 3.1. Progress conditions based classification

Independent
Non-Blocking

Dependent
Non-Blocking

Dependent
Blocking

Every method
makes
progress
(maximal)

Wait free Obstruction
Free

Starvation Free

Some method
makes
progress
(minimal)

Lock free Clash free Deadlock free

of scalability for efficient exploitation of larger multi-core machines, likely causing
a significant deterioration of performance in scenarios with high concurrency and
non-partitioned data accesses—leading to higher likelihood of wait phases for lock
acquisition by the threads.

In order to overcome such problems, non-blocking synchronization has been de-
vised. This technique avoids the execution of classical critical sections by relying
on fine-grain synchronization, at the level of a single machine instruction. This
approach, which has been devised in the past decades [74, 75, 76, 77], aims to re-
duce the critical section length to the single processor instruction. In particular,
it allows asynchronous and concurrent accesses to data objects, yet guaranteeing
consistency in the updates, through the exploitation of atomic instructions offered
by the underlying hardware.

The one of non-blocking algorithms can be considered as a class into the clas-
sification based on the progress condition provided in [78], which is symmetrically
opposed to the blocking class. The blocking class contains all the algorithms where a
delay of a thread can prevent another one to make progress in its execution. Within
this class we find of course all the lock-based algorithms, since if a thread executing
the critical section is delayed or blocked, all the threads waiting to acquire the busy
lock are delayed. However, all the solutions where a thread can be blocked waiting
for another one (e.g., waiting for the result produced by another thread) fall into
this class. On the opposite side, an algorithm is considered non-blocking if threads
are enabled to make progress independently of the behavior of the other threads.
Further, depending on the number of threads enabled to make progress, namely
a few or all of them, it is possible to distinguish minimal and maximal progress
conditions.

Depending on whether minimal or maximal progress conditions are respected,
blocking synchronization algorithms can be grouped in:

• Deadlock free – given a set of concurrent threads all trying to access the same
critical section, at least one eventually succeeds. This is the weakest property
that can be requested by an algorithm and guarantees that the whole system
makes progress, but does not guarantee progress of each single thread.
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• Starvation free – given a set of concurrent threads all trying to access the
same critical section, all of them eventually succeed.

Such properties make sense only under the scenario where a thread that is
executing in a critical section eventually leaves it releasing the corresponding lock.
This means that, in order to guarantee such properties, a fair scheduler is requested,
namely a scheduler that does not suspend a thread running within a critical section.
As for this aspect, a progress condition is considered dependent if it requires the
support of a fair scheduler to guarantee minimal progress, otherwise it is considered
independent.

As for non-blocking algorithms, depending on the progress guarantee they pro-
vide, three categories are available:

• Lock free [77] – given a set of concurrent threads all contending on the same
set of data objects, at least one progresses in finite execution steps. This
property ensures the absence of deadlocks, but does not guarantee the absence
of starvation.

• Wait free [77] – given a set of concurrent threads all contending on the same
set of data objects, they all progress in finite execution steps. This is the
strongest property for a non-blocking algorithm.

• Obstruction free [79] – given a set of concurrent threads all contending on the
same set of data objects, one progresses in finite execution steps only if it
executes solo for long enough. This property ensures the absence of deadlock,
but livelocks may occur if a set of threads keep preempting or aborting each
other’s atomic operations.

In Table 3.1 we show the classification based on progress conditions. Looking
at the horizontal organization, the first line contains maximal progress conditions,
while the second one contains minimal progress conditions. Instead, the first column
contains non-blocking independent progress conditions, the second one contains the
non-blocking dependent conditions, while the last one contains the blocking depen-
dent progress conditions. Here, a non-blocking dependent property that guarantees
minimal progress is reported, named the Clash free. Such condition is considered
the Einsteinium of the periodical table, since it not exists in any natural algorithm.

An efficient implementation of coordination tasks, done by using appropriate
algorithmic techniques based on lock-free/wait-free solutions, can provide a signif-
icant scalability improvement. This has a direct twofold effect on the execution of
applications relying on these synchronization tasks: programs run faster, so the re-
sults can be obtained in shorter time, by increasing the number of processing units
while maintaining fixed the problem size (this property is often referred to as strong
scalability). At the same time, problems of larger size can be made tractable, by
increasing at the same time the problem size and the number of processing units (a
property often referred to as weak scalability).

However, it is not straightforward that a non-blocking implementation provides
the expected increase of performance compared to its blocking counterpart, even at
relatively high thread (CPU-core) counts. One motivation is that, while executing
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non-blocking synchronization algorithms, in particular lock-free ones, usually there
is a try-until-succeed cyclic pattern that can be summarized in three main steps:
read the current state of the object; perform update locally; try to commit such
update verifying that the state is still compliant with the initial one. Thus, if the
state is changed during such steps, the performed work has to be squashed restarting
from the beginning. In this scenario, if a large amount of threads works on the same
(portion of an) object, there is a high probability to conflict (and fail), nullifying
the advantages potentially provided by the non-blocking approach. Moreover, the
update phase of the object attempted at the third step listed above needs to be
carried out via complex atomic machine instructions that impose costs related to
firmware level protocols (such as protocols for bringing cache lines into exclusive
states for the atomic manipulation by the machine instructions - like, e.g., the
MESI protocol [80]). These aspects need to be taken into account when providing
solutions falling in the non-blocking class. In the next section we discuss in detail
the common memory consistency model provided by off-the-shelf machines, which
clearly plays a relevant role in the way atomic memory manipulations executed
by machine instructions are actually carried out in multi-core machines. This is
important to understand the type of instructions, and their effects, we will exploit
for building our share-everything PDES oriented algorithms and the corresponding
implementations of multi-threaded PDES platforms.

3.1 Memory consistency model

While devising concurrent algorithms to be deployed on a nowadays machine, it is
important to fully understand the behavior of the underlying hardware, in particu-
lar referring to the view that each thread has about the memory shared with other
threads working on the same address space. Indeed, multi-processor/multi-core
shared memory systems offer memory consistency models [81] as kind of “contracts”
among software developers and hardware manufacturers, discriminating what soft-
ware can expect to be guaranteed by the underlying hardware. A variety of consis-
tency models exist, each one often presented as a set of rules.

The simplest memory consistency model is sequential consistency. In this model
the results of any execution are the same as if the operations of all the processing
units were executed in some sequential order, and the operations of each individual
processing unit appear in this sequence in the order specified by the program it
is running [82]. This model ensures that all read and write instructions executed
by any processing unit (a CPU-core) are observed in the same order by all the
processing units in the system.

In this thesis, we assume a weaker consistency model, namely Total Store Order
(TSO) [81], which is used by most off-the-shelf platforms, such as SPARC and x86,
thus making our solutions of general applicability. With TSO, CPU-cores usually
use store buffers to hold the stores committed by the overlying pipeline until the
underlying memory hierarchy is able to process them (Figure 3.1). In particular,
a store leaves the buffer whenever the cache line to be written is in a coherence
state such that the update can be safely performed. TSO allows what is called store
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Figure 3.1. Total Store Order consistency model logical representation

bypass: even if a CPU-core outputs a write before a read, their order on memory
(as seen by other CPU-cores) can be reversed.

While TSO produces no damage in many applications—rather, it can provide
a significant speedup due to a reduced latency on the memory hierarchy—(non-
blocking) synchronization based on atomic memory operations on shared data must
explicitly cope with this scenario. In fact, store bypasses can affect the correct-
ness of synchronization algorithms for concurrent threads only relying on individual
read/write operations (just like [83]). On the other hand, TSO-based architec-
tures offer particular instructions in their ISA, referred to as memory fences, which
enable recovering sequential consistency by explicitly flushing store buffers before
executing any other memory operation, thus allowing to preserve the ordering across
subsequent read/write operations.

However, for scenarios where synchronization among threads requires to atom-
ically perform pairs of memory operations (or more)—as an example a read and a
write with an updated value on the same memory location—memory fences do not
suffice. To cope with this issue, TSO-based architectures offer Read-Modify-Write
(RMW) instructions, whose execution directly interacts with cache controllers so as
to ensure that cache lines keeping synchronization variables are held in an exclusive
state until a couple of read/write operations are executed atomically [81]. This
means that no other cache can keep the same line in read mode until the couple of
operations completes.

In our work we widely rely on these instructions in order to guarantee cor-
rectness while devising non-blocking algorithms suited for share-everything PDES.
Specifically, some of the classical RMW instructions, supported by off-the-shelf pro-
cessors, and employed in the algorithmic proposals in this thesis are: Compare&Swap,
Fetch&Add and Fetch&Or.
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Compare&Swap (CAS) is one of the most important instructions employed in
concurrent programming. It receives in input a memory address (addr) and a
couple of values (old and new) in order to compare the content stored in addr
with the value old (the expected one to be found) and, only if they are the same,
updates the content of that memory location with the value new. The atomicity
of this RMW instruction guarantees that the new value is computed starting from
up-to-date information; if the value has been updated by another thread in the
meantime, the write would fail. Regarding the result returned by the instruction, it
indicates whether the update has been performed. In particular two different API
are exposed corresponding to this operation, one returning a boolean value and
another one returning the value found in this memory location—thus it is possible
to check the outcome of the operation by also comparing the result value with old.

In many synchronization algorithms, the CAS instruction is used to perform an
update only if nothing has changed in a given memory location. Unfortunately, the
thread executing the CAS instruction has not information about what is happened
from the moment in which the old value has been read. Thus, in the meanwhile
the addr memory location could have been updated multiple times returning at the
end to its original value. This is also known to as the ABA problem. While in some
cases ABA is not a real problem—thinking about arithmetic operations—in many
cases this can affect the correctness of the execution. Depending on the context
in which the CAS is employed, different solutions are available, like e.g., deferred
memory reclamation—while working on memory addresses—or tags.

While CAS is usually employed in retry cycles, since it is not guaranteed to
succeed, other instructions are devised to perform their update with no failure,
which we describe below. The simplest one is the AtomicExchange which atomically
reads the content of a memory location and updates its value.

The Fetch&Add instruction receives in input a memory address addr and a value
val. This instruction atomically increments the value stored at the memory address
addr by the specified value val—namely retrieves the memory content, performs
the arithmetic operation and finally replaces the memory content with the obtained
value—returning the value stored inside addr before its execution. There exist
variants of this instruction aimed at performing different arithmetic operations or
at returning the value stored after its execution (Add&Fetch).

The Fetch&Or instruction, similarly to the previous one, receives in input a
memory address addr and a value val in order to gather the memory content
and atomically apply the logical update. In particular this instruction performs a
bitwise-or operation between the content of the memory location addr and the value
val. Also, in this case variants are defined to perform different logic operations,
like the bitwise-and one (Fetch&And), or to shift the returned value before the
instruction execution (Or&Fetch).

3.1.1 Harris’ non-blocking linked-list

In the literature, several non-blocking algorithms have been presented in order to
manage various types of well-known data structures. Among them we can mention
hash tables [84, 85], trees [86, 87, 88], priority queues [89, 90, 91, 92, 93] and
software-implemented registers [83, 94, 95].
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Figure 3.2. Harris’ list insert operation

In this section we provide the reader with details on the non-blocking linked-list
presented in [96], which consists of an ordered chain of nodes supporting linearizable
insertions and deletions. This data structure is used in this thesis as the very base-
line for building more complex ones—and more complex non-blocking algorithms—
for managing shared data in the share-everything PDES context. Thereby, its de-
scription will help the reader better understanding the contribution by this thesis.

Each node stores a pointer to the next one in the list, a key value (e.g., a
timestamp) on which a total order can be defined, and possibly a pointer to a
generic element. Two special nodes are defined, head and tail, marking the begin
and the end of the list in such a way that all the other nodes are placed between
them. Three operations are defined: insert, which adds an element, with its key, in
the proper position in the list; delete, which removes the element with the specified
key from the list; find, which check if the list contains a given key. All these
operations are supported by a search procedure which returns the pointers to a
couple of adjacent nodes—right and left—such that, the right one has a key greater
than or equal to the searched one, while the left one has a key strictly smaller.

With this organization inserting a node with a key k is a quite simple operation.
Indeed, it is enough to perform a search operation to retrieve the nodes that should
surround the new one and, if the right one has a key different by k (the Harris’
linked-list is designed to contains only one instance of a given key), tries to insert
it by performing a CAS operation on the next field of the left node, as shown in
Figure 3.2. In this case, atomicity of the CAS instruction ensures that, if it has
been succeeding, the left and right nodes have remained adjacent. Contrarily, if
the CAS instruction fails, something is changed in the target portion of the list,
thus the insert operation has to be restarted, just according to the aforementioned
abort-retry paradigm.

Unfortunately, a delete operation cannot be carried out in a similar way. In fact,
removing a node—the right one returned by the search procedure—by updating the
next field of the left node in order to point to the next one, with respect the right
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Figure 3.4. Harris’ list delete operation

node, we cannot guarantee that no new nodes were inserted between the left and
the right ones. In this case the new nodes would be “lost”, as shown in Figure 3.3.

In order to prevent such problem, the delete procedure is carried out in two
phases, each one performed via CAS (Figure 3.4). In the first phase, the node to be
removed is marked as logically deleted. This operation is carried out by performing
a CAS instruction on its next field in order to set the last bit to 1—note that using
one bit as a flag in the next filed requires that nodes are aligned to a multiple of
16 bits. After this operation the node can be still traversed by concurrent threads,
but it is no longer considered as a valid one. Moreover, since its next field is
explicitly marked, a concurrent operation working on it will notice it and/or will
fail—insertions are not enabled to introduce nodes after a deleted one—avoiding
the scenario shown in Figure 3.3. At this point, since a logically deleted node can
be considered in a final state—nothing can happen on its next field—the delete
operation simply tries to shift the next pointer of the left node to the next one, in
order to physically remove it.
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As mentioned, this design relies on a search procedure that has to return two
adjacent and still not deleted nodes. Thus, the search procedure is in charge of
removing logically deleted nodes between the ones to be returned: this means that,
the physical removal of the logically deleted node can be carried out by any thread
performing a search procedure.

As we will see in Chapter 5, we have adopted this design modifying it in order
to improve its expressiveness in terms of states possibly assumed by the nodes, and
improving its efficiency by including conflict-resilient capabilities. This led us to
achieve a baseline algorithmic approach for share-everything PDES on multi-core
machines. On the other hand, in the solutions provided in the subsequent chap-
ters we definitely slide towards data structures with intrinsically higher semantics,
exactly tailored to the needs of the PDES scenario.





Chapter 4

Share-everything PDES:
the basics

By the discussion in Chapter 2, it should be clear that an uneven virtual-time distri-
bution of events across LPs can be experienced depending on the specific dynamics
of the executed model, which—depending in turn on the way such workload is ac-
tually processed by the WTs within the PDES environment—may produce, at a
given wall-clock-time instant, a misalignment across the LPs in simulation time. A
similar effect can also appear when we have events with (very) different computa-
tional requirements, since more demanding ones may lead the target LPs to remain
back along simulation time, with respect to LPs targeted by less demanding events,
which are promptly processed one after the other.

Such an effect, actually well-known in the literature, is globally recognized as
a negative phenomenon in speculative PDES. In fact, the probability according to
which an event e speculatively executed on LPi is revealed to be actually useful
(causally consistent) is inversely proportional to the event distance from the com-
mit horizon, namely the current GVT value at the time of processing the event [49].
Also, even if this statement does not represent a rule, intuitively, pushing LPi far
from the commit horizon may increase the amount of events that will be eventually
executed by other LPs, having timestamps in the simulation time interval between
the GVT value and LV Ti. This, in turn, may increase the likelihood to generate an
instance of event e′ destined to LPi with timestamp te′ , such that te′ < LV Ti—this
is a straggler event requiring the rollback of LPi. A problem that can be amplified
considering that the rollback of LPi could cause in turn the rollback of other LPs.
Moreover, performing a rollback, not only vanishes the amount of carried-out spec-
ulatively work, but incurs in additional costs to restore a causal-consistent state.
Under such considerations, an unbalanced advancement of the simulation produces
an increased amount of rollbacks, reducing in turn the percentage of time spent in
useful execution.

Along its life, the research on PDES has been integrated with techniques and so-
lutions aimed at continuously improving its capabilities of exploiting the underlying
hardware with the goal to enhance performance and scalability. This includes ap-
proaches to cope with the aforementioned problem of divergence between the LVTs

39
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of the different LPs along model-execution. However, as hinted, most of the litera-
ture work has been focused on the classical PDES architectural organization, where
a set of LPs is bound to WTs/CPU-cores. In such a scenario, in order to mitigate
such problem, the binding between LPs and WTs is periodically re-evaluated, rely-
ing, as noted in Chapter 2, on load-balancing mechanisms: in case an unbalance is
detected, the WT hosting an “excessive workload” passes one or more LPs to other
WTs, depending on the statistics collected in the previous observation period, by
migrating such LPs together with the associated data (e.g., events to be processed)
across processing units.

In such organization, the LP is considered as the work unit to reason on in
order to optimize the workload distribution, and the advancement of the overall
simulation run. The events bound to the LP—and their clustering along virtual
time, as well as their average computational requirements—are used only as an
index of the amount of to-be-done work—the weight—associated with the LP in
order to determine how to manage it within the load-balancing scheme. Overall, an
individual event does not play a role in the planning of resources (CPU-cores), but
rather it has a role only when grouped together with other events destined to the
same LP, exactly for the definition of the weight of the LP.

Load balancing—and its baseline concept of considering the LP as the work
unit—can be considered as a good means for medium to long term planning of
resource usage, which clearly fits simulations characterized by a quite regular evo-
lution of the simulation model over time, with infrequent scenarios of spikes of the
(dynamically generated) workload associated with the LPs. Overall, load balanc-
ing appears not to be fully suited for punctual fluctuations in the “weights” of the
different LPs, namely in the density and computational requirements of the events
destined to the LPs along simulation time. We can think of this drawback as a kind
of “imperfection” in how the computing power is delivered towards the model to be
executed.

More precisely, skews may arise in the advancement of the LPs along virtual
time—although we might still consider a simulation execution as balanced along
a non-minimal observation window, e.g., the one used by the load-balancing algo-
rithm. In these scenarios classical PDES-oriented load-balancing approaches, based
on medium/long-term binding between LPs and threads, have scarce capability to
react to the sudden unbalances that may materialize, which can lead to an increase
of the likelihood of wasted computation in case of speculative processing—or block-
ing event processing waiting for the events to become safe in the conservative one.

An example of such sudden imbalance is shown in Figure 4.1. In this scenario,
although a load balancer might have bound LPi and LPj to WTx and LPk and
LPw to WTy—because the (estimated) average weight of these two couples of LPs
might be similar in the current load-balancing period—for a subinterval of the load-
balancing period, we may experience anyhow an imbalance since in this subinterval
LPi and LPj will likely remain back in simulation time while the other two LPs will
run ahead. This may generate the scenario where a newly produced event by LPj

at some point in time will become a straggler, invalidating work done by WTy.
Here comes the share-everything PDES paradigm for multi-core machines. It

stands as an alternative way of devising the architecture of a PDES system, which is
aimed at the optimized (fruitful) delivery of the computing power towards the model
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Figure 4.1. Example of sudden imbalance along a subinterval of the load-balancing period

to be executed “at any time instant”. This optimization is based on the idea that
all the threads (so all the CPU-cores) running the PDES application can fully share
finer grain work units, namely individual events possibly bound to different LPs.
Under this perspective, the LPs become simple “containers” of work, from which
threads pick such fine grain work units for processing. The LPs, and their weights,
are no longer the actual workload measure to be used for driving the planning of
resources’ usage.

At high level, the core concept that stands behind share-everything PDES is
the one of always delivering the computing power to the not-yet-processed events
having higher priority, namely the ones with lowest timestamps. In other words,
with this kind of approach the main aim is the one of avoiding that a thread picks
for processing an event e that is more far than another not-yet-processed event
e′ from the current commit horizon. Also, such an avoidance should not be an
average-behavior property—meaning that, in the end, some thread should not take
care of pushing some LP significantly far ahead in simulation time from the others
along some window of the model-execution—but rather the core property to be
systematically guaranteed at any time instant along the simulation run.

The main ingredient for reaching this target is the absence, in share-everything
PDES, of the limitation on what LP can be dispatched for execution by any thread
at any time instant—a limitation that is instead typical of common PDES systems
based on (temporary) binding of LPs and WTs. Here, in fact, a thread can CPU-
dispatch at any time only the events destined to its currently bound LPs.

Clearly, the share-everything PDES architectural paradigms has the potential to
cope with the hard workloads mentioned in Chapter 1, where we may have (sudden)
skews in the distribution of the events across LPs along virtual time (see Figure 4.1).
These skews possibly create relatively short bursts of events to be processed at a
subset of the LPs, while other LPs have no (or few) events to be processed along that
same virtual-time window—a phenomenon that remains unchallenged by classical
medium/long term resource usage planners like literature load balancers for PDES
systems. The share-everything PDES paradigm considers events as fully-shared
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workload units, thus being able to concentrate the computing power on any burst
of events that materializes among subsets of LPs. Indeed, all the WTs can take
care of processing any event in these bursts—hence the events in the bursts that
are closer to the current GVT—thus contributing to promptly advance the commit
horizon.

The last expressed concept is relevant for making a linkage with a few approaches
we already mentioned in Chapter 2, which were based on “throttling” schemes (see,
e.g., [21, 50]) just to avoid that some LP, whose events are processed speculatively,
will run much ahead along simulation time. In share-everything PDES we slide
towards the opposite approach where we do not try to impose waits to LPs that
are far ahead from others in simulation time—namely, the ones that are far ahead
from the current GVT. Rather, we directly concentrate the computing power on
the task of pushing ahead the actual GVT. This still leads to avoid a (big) distance
between the LVTs of the LPs and the GVT, achieving the same target of reducing
the incidence of causality violations in speculative PDES via an orthogonal means.
Indirectly, this approach may also lead advantages for other aspects, such as when
we have interactive simulations and we need to show to the end-user the outcome
of the committed portion as soon as possible or at regular wall-clock-time intervals.

Such a new share-everything PDES architectural approach is simple in principle.
In the essence, it can be envisioned as one based on the concept of a fully-shared
event pool containing the events destined to whichever simulation object, from which
all the threads can extract the higher priority events (those with timestamps closer
to the current commit horizon) for processing, and into which the same threads
put newly generated events. On the other hand, as mentioned in Chapter 1, fully
sharing the workload of events across all threads poses hard problems in terms of
managing the computing power in a truly scalable and efficient way. In fact, while
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in classical PDES architectures there is a unique synchronization dimension, the
one of virtual time—here threads coordinate themselves by means of the message-
passing abstraction—, share-everything PDES requires synchronization along wall-
clock time too, managing concurrent accesses by threads to shared resources, like,
e.g., event pool and LP states.

As hinted, during the last decades virtual-time synchronization [19, 97] and wall-
clock-time synchronization [77] have been extensively investigated topics. However,
there is a lack of literature results—or very few works exist that we will discuss
in Chapter 8, which show anyhow differences with respect to what we present in
this thesis—on mixing such approaches in an effective fashion exactly for the pur-
pose of hosting (speculative) PDES applications on multi-core machines. Optimistic
virtual-time synchronization has been widely studied by relying on the aforemen-
tioned LP-centric data partitioning scheme, not according to the idea of shifting
towards an event-centric scheme to be supported, in its turn, by advanced wall-
clock-time thread synchronization mechanisms, as instead we do in this thesis.

Overall, in order to fully exploit the resources offered by the underlying multi-
core hardware, an ideal general-purpose share-everything PDES platform should be
designed and implemented via:

• the definition of non-blocking and conflict-resilient shared event pool manage-
ment algorithms hopefully providing constant-time complexity both for inser-
tion and extraction operations, in face of generic distributions of the events’
volume and timestamps—both these features are in fact application specific.
We also note that extreme efficiency in the management of concurrent accesses
to the shared pool is also a means for coping with another relevant workload
feature we mentioned, namely the one of fine-grain events, for which threads
may frequently slide towards executing housekeeping operations, rather than
persisting into the simulation model code for long CPU bursts;

• the definition of non-blocking algorithms for dispatching events to be pro-
cessed across threads in such a way that threads never collide on a same LP
state—but the computing power is still concentrated as much as possible on
the task of advancing the actual GVT value—and causal consistency/safety
is detected on-the-fly leading to the possibility to optimize the way events
are actually processed (e.g., with or without the need for state restoration
support);

• the capabilities to process available events by relying on transparent support
for optimistic execution—again with the core focus of delivering anyhow the
computing power to the task of GVT advancement.

The relation between these desirable properties and the high level description
of the architectural blocks/layers of the share-everything PDES system we envision
is illustrated in Figure 4.2.

In the next chapters of this thesis we incrementally address the above points,
thus incrementally providing algorithms and implementations guaranteeing such
desirable properties to be exploited synergistically, or even as standalone properties,
of share-everything PDES on multi-core machines.





Chapter 5

Non-blocking event pool
management

At the bottom-most layer of the share-everything PDES architectural organization
we find an event pool that is globally shared by all the WTs running within the
PDES environment. This event pool should support highly concurrent non-blocking
event extractions/insertions. In fact, failing in this type of support would unavoid-
ably impair the overall architectural design. Just to mention again a few hard to
cope workloads, if the granularity of the events being processed at the LPs is (very)
fine—a thing that may happen depending on the model we are simulating and on its
software implementation—there is a higher likelihood that frequently, along wall-
clock time, WTs will slide towards operations that require event-pool management.
Hence, they will likely produce significant volumes of actually concurrent accesses
to the event pool.

As we noted in Chapter 3, some literature studies have already pointed to the
relevance of supporting non-blocking event pool (e.g., priority queue) algorithms
based on data structures ranging from lists to calendar queues [13, 91, 98]. How-
ever, all the proposals follow the baseline non-blocking paradigm were concurrent
operations that conflict on a same portion of the data structure—a thing that we
discover by the failure of some RMW instruction—are such that the “wound” one
is simply aborted and then retried from scratch.

In this chapter we raise the bar by tackling an endemic problem related to
the usage of non-blocking event pools based on such abort/retry paradigm when
employed in share-everything PDES platforms and hard to cope workloads need
to be faced, such as fine grain event ones. Such phenomenon is the likelihood of
high conflicts on specific portions of the event pool data structure, as we shall
better clarify in a while. At the same time, our event pool, which is a non-blocking
calendar queue, still offers the property of guaranteeing total ordering of the events
kept within the pool based on their timestamps, just like the proposal in [91]. Hence,
in our approach we do not slide towards trading off the ordering level of the elements
and the runtime efficiency of the event pool in face of concurrent accesses [89]. This
is quite important since total ordering allows to discriminate what event—upon an
extraction from the pool—really has the highest priority with respect to others, and

45
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therefore is more suited for being processed with the aim at actually concentrating
the computing power on the task of advancing the GVT value.

Overall, we present the design and the implementation of an innovative version
of the non-blocking calendar queue that has the property of being conflict resilient1.
Conflict resilience is achieved in relation to concurrent extractions, which are highly
likely bound to the same bucket of the calendar—thus touching the same portion of
the whole data structure—namely the bucket containing the event with the mini-
mum timestamp. This bucket is somehow the “hot” one in the whole calendar, since
any thread will attempt to pick its next event to process exactly from that bucket.
On the other hand, newly-produced events will more likely carry timestamps as-
sociated with different buckets (i.e., buckets in the future), which automatically
decreases the likelihood of conflicting on concurrent insertion operations.

As opposed to the approach in [91], which does not entail conflict resilience, the
lock-free calendar queue we present in this chapter makes an extraction operation
still valid (i.e., committable) in scenarios where some concurrent extraction has
changed the snapshot of the currently hot bucket. Rather, the extraction will be
aborted only if the hot bucket becomes (logically) empty while attempting to extract
from it. This is the scenario where a new bucket becomes the hot one, meaning that
the locality of the processing activities within the simulation model has moved to a
subsequent simulation time interval. The complexity of this type of approach stands
in how we still allow linearizability of the concurrent operations on the calendar
queue, including the possible mix of dequeues and enqueues bound to the same
bucket, as we shall discuss.

We also address (and investigate experimentally) how to dynamically resize the
width of the buckets in the calendar, which in turn affects the length of the chain
of events that are expected to fall within the hot bucket. As we will show, when al-
lowing conflict-resilient lock-free concurrent accesses to the calendar queue, classical
policies for resizing the buckets (like the one proposed in the context of sequential
accesses to the classical calendar queue presented in [12]) are no longer optimal.
This is because the length of the chain of events associated with the buckets affects
both:

• the time complexity for the access to the bucket chain, which in our case still
stands as amortized constant time;

• the actual number of concurrent extractions from the same bucket which are
allowed to be still committable, even if the snapshot of that bucket-chain
concurrently changes; this aspect is intrinsically new and specifically related
to our conflict-resilient lock-free calendar queue proposal.

5.1 The conflict-resilient non-blocking calendar queue

We have built our lock-free pending event inspiring ourselves to the classical calendar
queue [12]. More in detail, our conflict resilient non-blocking version is composed
of an array of entries referred to as physical buckets, each of which is the head

1The source code of our implementation can be found at https://github.com/HPDCS/CRCQ

https://github.com/HPDCS/CRCQ
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Figure 5.1. Time axis organization in the calendar queue

element of a lock-free ordered linked-list implemented according to [96], with some
modifications. As seen in Section 3.1.1, in the original linked-list organization, one
bit in the pointer to the next node is used to indicate whether a node has been
logically deleted—it is still linked to the list, but it must be considered as invalid,
say already extracted by some concurrent (or already finalized) operation. The list
presented here relies on the two least-significant bits of the pointer to the next node2

to represent four different states of a node: one bit is used in a way similar to [96],
while the second one, in combination with the first, is used to indicate whether a
node is involved in a resize of the calendar. Such a scenario is representative of
non-blocking dynamic reorganizations of the calendar bucket size, which is enabled
in our solution while still permitting regular operations (extractions/insertions) to
be concurrently processed.

The time axis is divided into equal slots, called virtual buckets, each of which
covers a time interval bw called bucket width. Each virtual bucket is associated with
a physical bucket in a circular fashion. Thus, each physical bucket contains multiple
virtual buckets covering time spans periodically repeated, as shown in Figure 5.1.

The basic organization of the data structure representing our conflict resilient
non-blocking calendar queue is provided in Figure 5.2. Essentially it consists of a

24-bytes alignment ensures that such bits are always set to zero.
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pointer to a table called Set Table which maintains the metadata required for its
management. In particular, the Set Table contains:

i. bw stores the actual bucket width of the data structure;

ii. length is the number of buckets in the calendar;

iii. size keeps the number of stored events;

iv. current is a pair 〈index, epoch〉 such that index is the index of the virtual
bucket containing the minimum and epoch is a value whose role will be ex-
plained later;

v. buckets is a pointer to the array that keeps the physical buckets;

vi. new_table is a reference initialized to null which is used only during the
resize phase of the calendar.

To ensure consistency of concurrent accesses to our data structure, we rely on
three RMW instructions, namely Compare&Swap (CAS), Fetch&Add and Fetch&Or.

To avoid the effects of conflicts while concurrently extracting elements from the
current bucket, we have introduced a set of capabilities oriented to reduce the need
to fully restart the operations, reducing in this way the amount of wasted work—
here is the conflict resilience property. Indeed, reducing the CPU-time required
to actually extract a node, by avoiding fully restarting the extraction in case of
conflicts, we can reduce the negative performance effects possibly caused by a larger
number of conflicting threads.

To achieve this target, we have exploited the epoch field contained in current.
In particular, the epoch is used to identify the instant in time at which an operation
is performed, in order to reconstruct a partial temporal order among operations.
A new epoch starts each time a new node is inserted in the past or in the current
virtual bucket. This represents a critical instant in the state trajectory of the
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calendar queue since it means that a change in the minimum, or in the recorded
timestamps that can be close to the minimum, is happened.

When enqueue or dequeue operations are invoked, the ReadTable() procedure
is performed to retrieve a pointer to a valid set table. The objective of this procedure
is to check if there is a resize operation currently in place on the calendar queue
with the goal to assist the threads involved in this operation until it is completed.
When no resize operation is in place, the reference to the current valid version of
the table can be returned for actually performing extractions or insertions. All the
operations on the non-blocking calendar queue, including the resize, are described
in detail in the next sections.

5.1.1 Enqueue operation

The pseudo-code for the Enqueue() operation is shown in Algorithm 5.1. This
operation takes in input an event e happening at time Te. Once retrieved a valid
set table reference using the ReadTable() procedure, the enqueue determines the
correct physical bucket associated with the timestamp Te, computing it as i =
(
⌊

Te
BW

⌋
mod B) where BW is the (current) bucket width and B is the size of the

calendar, namely the number of physical buckets. Since the i-th bucket is a lock-
free linked-list implemented according to the indications in [96], we can use the
provided search procedure to identify the right point for the insertion of the new
node, with minimal changes due to the different states a node can pass through in
our implementation. Executing the search procedure we retrieve a couple of nodes,
called left and right, that would surround the new one. When performed, the search
procedure tries to compact the nodes marked as deleted that are between the left
and the right one, with the aim to return a coherent snapshot of the list. To manage
events with the same timestamp, each event stores an increasing sequence number,
unique with respect to the nodes with the same timestamp. In this way the couple
〈timestamp, sequence_number〉 provides a total order among all stored nodes.

Once retrieved the surrounding nodes, the node to be inserted is updated with a
reference to the right node and with the epoch number retrieved from the current
field. Finally, the node is physically inserted into the list by performing a CAS
operation on the next field of the left node making it point to the new one. If
the CAS fails, the whole operation starts again from scratch. However, concurrent
insertion operations, as we discussed, are typically less critical in terms of conflicts
since they likely span different buckets of the calendar, or different surrounding
nodes within a bucket.

To complete the update of the structure, the procedure checks if the inserted
node belongs to a virtual bucket preceding or equal to the one pointed by current,
namely if the new event stands in the past or around the minimum. In the positive
case, it updates the index kept by current. As hinted before, the enqueue of a
node in the past modifies the minimum element of the queue. Therefore, the epoch
number kept by current is incremented by one when updating this variable, starting
in this way a new epoch of the whole calendar queue. As last operation, the size
field is incremented by one to reflect the fact that the queue has been increased, in
terms of kept elements. Atomicity of all these operations is guaranteed by relying
on CAS and Fetch&Add instructions.
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Algorithm 5.1 lock-free Enqueue
E1: procedure Enqueue(event e)
E2: tmp← new node(e)
E3: repeat
E4: h← ReadTable( )
E5: nc←

⌊
e.ts
h.bw

⌋
E6: bucket← h.table[nc mod h.length]
E7: 〈left, right〉 ← bucket.Search(tmp.t, VAL| MOV)
E8: tmp.next ← right
E9: old← h.current

E10: tmp.epoch← old.epoch
E11: until CAS(&left.next, UNMARK(right), tmp)
E12: repeat
E13: old← h.current
E14: if nc > old.value then
E15: break
E16: end if
E17: until CAS(&h.current, old, 〈nc, old.epoch + 1〉)
E18: Fetch&Add(&h.size, 1)
E19: end procedure

5.1.2 Dequeue operation

The pseudo-code of the Dequeue() operation is shown in Algorithm 5.2. Similarly
to the enqueue operation, a dequeue starts by issuing a call to ReadTable(), in
order to retrieve a valid table reference. It then fetches the current field, in order to
extract the index of the virtual bucket storing the minimum-timestamp event and
the current epoch. The physical bucket from which to start the extraction procedure
is determined as i = (index mod B), where B is the size of the calendar, namely,
the number of physical buckets. Once the correct physical bucket is identified, it is
scanned from the head, looking for a node valid for extraction.

However, we must ensure that the pointed node belongs to the current virtual
bucket, since the list associated with a physical bucket might cover multiple virtual
buckets. To this end, for each node, we check if the timestamp of the node belongs
to the current virtual bucket. Moreover, to avoid the extraction of a node which
has just been deleted or marked as invalid, we check whether the two last bits of the
next field of the node keep some mark. Finally, according to the conflict-resilient
organization of the queue, we also need to check whether the node is valid with re-
spect to the semantic of the dequeue operation. To this end, we must verify that the
node belongs to an epoch earlier than the one read from current at the begin of the
dequeue operation, or it belongs to the same one. If this condition is true, then the
node was inserted before the beginning of the dequeue operation or, alternatively,
it was placed in the future (with respect to the current bucket). In this scenario
the state of the node is compliant to the semantic of the dequeue operation, thus
it can be safely dequeued. In fact, its insertion was correctly linearized before the
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Algorithm 5.2 lock-free Dequeue
D1: procedure Dequeue( )
D2: while true do
D3: h← ReadTable()
D4: oldCur ← h.current
D5: cur ← oldCur.value
D6: myEpoch← oldCur.epoch
D7: bucket← h.table[cur + + mod h.t_size]
D8: left← bucket.next
D9: min_next← left
D10: if ISMARKED(left,MOV) then
D11: continue
D12: end if
D13: while left.local_epoch ≤ myEpoch do
D14: right← left.next
D15: if ¬ISMARKED(right) then
D16: if left.ts < cur · h.bw then
D17: right← Fetch&Or(&left.next, DEL)
D18: if ¬ISMARKED(right) then
D19: Fetch&Add(&h.size, -1)
D20: return left.event
D21: end if
D22: else
D23: if left = tail ∧ h.t_size = 1 then
D24: return null
D25: end if
D26: CAS(&bucket.next,min_next, left)
D27: CAS(&h.current, oldCur, 〈cur,myEpoch〉)
D28: break
D29: end if
D30: end if
D31: if ISMARKED(right,MOV) then
D32: break
D33: end if
D34: left← UNMARK(right)
D35: end while
D36: end while
D37: end procedure

current (concurrent) extraction. Differently, if the above condition is not verified,
then the node was inserted after the beginning of the current dequeue procedure,
in particular after the initialization of a new epoch. Therefore, its insertion might
have occurred after that a new minimum has been enqueued. In this latter case,
the node cannot be extracted, and the operation is restarted from the beginning.

If the end of the current virtual bucket is reached without finding a valid node,
either the current physical bucket is empty or the present nodes belong to a future
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time slot, the procedure must continue the search for the minimum in the next
bucket. Hence, current is atomically updated using a CAS. Regardless of the out-
come of the CAS machine instruction, the procedure is restarted from the beginning.
In this way, if current is concurrently updated, the new value becomes visible, even
if it identifies a bucket in the past. Moreover, before updating the current bucket,
the procedure tries to compact the virtual bucket, by cutting off (unlinking) all the
traversed nodes that are found to be marked as invalid.

The search for a valid node halts when it finds a node which respects all the
following properties: i) it is not marked, ii) it belongs to a correct epoch, iii) it
is associated with the minimum timestamp in the current virtual bucket. Then,
the dequeue operation tries to mark it as logically deleted (DEL), in order to finally
extract and deliver it to the requesting worker thread. Differently from the clas-
sical non-blocking linked-list implementation [96], the node is marked by relying
on Fetch&Or. The advantage coming from the reliance on this RMW instruction,
rather than the classical CAS, is that it successfully completes even if the address of
the node is concurrently updated (e.g., due to a concurrent enqueue of a new node).
This is clearly favorable to concurrency since we are interested just in marking the
node, regardless of a possible next node’s update.

Fetch&Or returns as well the value stored in the target memory location, there-
fore it is possible to verify the outcome of the marking attempt: if the original
value is unmarked, the procedure has successfully marked the node obtaining the
event, otherwise the worker thread detects that a concurrent takeover by another
thread took place. In this case, the dequeue operation doesn’t have to be restarted.
Indeed, it is enough to continue the bucket list traversal, since the epoch field can
tell whether the enqueue of a node is serialized before or after the current dequeue.
Finally, the size field is decremented to signal the extraction of an element from
the queue.

5.1.3 Resizing the queue

In a way similar to the original calendar queue, O(1) amortized time complexity
is guaranteed by the fact that, on average, the number of elements within each
bucket is balanced—namely, the number of elements inside each bucket is bounded
by a constant, limiting the number of elements to be traversed during an enqueue,
and there are not too much empty buckets to be scanned during a dequeue. As
said before, every time an operation on the queue is performed, a ReadTable()
procedure is called to retrieve a reference to a valid table. During this procedure, the
number of elements per bucket is checked to determine whether it is still balanced.
If this is not the case, a resize operation is executed. In particular, the resize is
executed if size oversteps a certain threshold. The value of this threshold is a
function of the desired number of events per bucket (denoted as DEPB), and the
percentage of non-empty buckets.

The pseudocode of the ReadTable() operation (where the resize operation
is implemented) is shown in Algorithm 5.3. When the resize condition is met,
to announce its upcoming execution, the new_table field of the old set table is
pointed to a new (just-allocated) set table. This somehow “freezes” the old table,
preventing any new insertion/extraction operation into/from it. From now on, any
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Algorithm 5.3 lock-free ReadTable
R1: procedure ReadTable( )
R2: h← array
R3: curSize← h.size
R4: if h.new = null ∧ resize is NOT required then
R5: return h
R6: end if
R7: compute newSize
R8: CAS(&h.new, null, new array(newSize))
R9: newH ← h.new
R10: if newH.bw≤ 0 then
R11: begin← random()
R12: for j ← 0 to h.t_size−1 do
R13: i← (begin+ j) mod curSize
R14: retry-loop to mark i-th head as MOV
R15: retry-loop to mark first node of i-th bucket as MOV
R16: end for
R17: MST ← compute bucket width
R18: CAS(&newH.bw, −1.0, MST )
R19: end if

thread executing a ReadTable() operation will be aware that a resize operation is
taking place, and will start to participate.

Once the reference to the new table is published (preventing any thread from
using the old one), before starting to migrate the nodes from the old to the new
table, we must mark as MOV (exploiting the aforementioned 2-bit status information
within the pointer to the next node) every entry of the bucket array, and all the
first valid nodes of the associated lock-free lists. This is necessary to abort the
execution of any dequeue operation. In fact, dequeue operations are restarted any
time a node marked as MOV is found. In particular, a dequeue operation is restarted
(and possibly joins the queue resize operation) if it attempts to dequeue any first
valid node. In the same way, an enqueue operation is restarted if a marked node is
found, meaning that a resize operation is in place.

We are therefore sure that no one will extract nodes from the queue, making
stable the portion of the time axis close to the minimum. This assumption allows us
to safely determine the new bucket width, and the length of the bucket array—how
to determine the bucket width will be discussed in Section 5.1.4. To this end, in
a way similar to [12], a certain amount of events (starting from the minimum) is
inspected to compute the mean timestamp separation. This is the average distance
between the timestamps of consecutive events along the time axis. This value is
multiplied by the desired number of events per bucket, in order to compute the
bucket width. The result is stored in the bw field of new_table, by relying on a
single-shot CAS (i.e., the operation is not retried if it fails), because, if it fails, some
other WT has succeeded at publishing a new bucket width.

In order to ensure lock-freedom during the resize operation (without introducing
multiple copies of the same node), we rely on a mark-and-clone strategy. Before
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R20: for i← 0 to h.length−1 do
R21: while j-th bucket of h is non-empty do
R22: i← (begin+ j) mod curSize
R23: get first node of bucket i as right
R24: get the next node of right as right_next
R25: if right = tail then
R26: break
R27: end if
R28: if right_next 6= tail then
R29: retry-loop to mark it as MOV
R30: end if
R31: create a copy of the right node
R32: while true do
R33: search for right.ts in a virtual bucket vb of newH
R34: if found node n with same key then
R35: release copy
R36: copy ← n
R37: break
R38: else if successful to insert copy as INV with a CAS then
R39: break
R40: end if
R41: end while
R42: if CAS(&right.replica, null, copy) then
R43: Fetch&Add(&newH.size, 1)
R44: else if right.replica6= copy then
R45: try-loop to mark copy as DEL
R46: end if
R47: retry-loop to ensure that newH.current.value ≤ vb
R48: retry-loop to mark right.replica as VAL
R49: retry-loop to mark right as DEL
R50: end while
R51: end for
R52: CAS(&q.array, h, newH)
R53: return newH
R54: end procedure

migrating a node, a thread must ensure that the node itself and its successor are
marked as MOV. If they are not, it tries to do so by relying on CAS. This is done
in order to avoid any interference with concurrent threads, executing any enqueue/
dequeue operation, which did not notice that a resize operation is taking place. If
the CAS succeeds (or if the nodes are already marked as MOV), the thread allocates a
copy of the node, this time marked as invalid (INV). This copy is placed in the new
structure, and the node (marked as INV) is ignored by any other dequeue operation
until it is validated. By using a copy of the node, it is guaranteed that no node
is lost, e.g., due to an unscheduled thread. When placing the node’s copy into
new_table, if a copy of the same node is already present, it means that some other
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thread has already performed this operation. In this case, the copy is released and
a reference to the one already installed into new_table is returned. Then, the node
in the old structure is atomically updated so as to keep a reference to the found
new copy. By traversing this reference, the node’s copy in new_table is transitioned
to the valid state VAL, and the original node is marked as logically deleted (DEL).
It will be later physically deleted (i.e., unlinked from the list), still using CAS. To
understand the reason behind this protocol, we should consider the insertion of
a copy of one node performed by a delayed thread (e.g., one unscheduled by the
operating system). In this scenario, the resize operation might be already finished,
and a copy of the node could be already placed in new_table, and thus extracted.
Thanks to the validation of the new copy, realized by publishing a pointer to it in
the original node, we are sure that the new copy will be not validated. In fact,
until the original node is not removed, it will reference its copy. This copy-based
pattern allows to enforce lock-freedom. In fact, any thread can take on the job of
concurrently migrating the same node, trying to finally flag the original node and
its new copy.

5.1.4 Varying the bucket width

In the original, non-concurrent, calendar queue [12], a strategy is defined to com-
pute the bucket width, which estimates the mean separation time (MST ) between
two consecutive events. The obtained MST is then multiplied by a constant equal
to 3, which represents the desired number of events per bucket (denoted as DEPB).
This should guarantee that the number of events in a bucket is bounded by a con-
stant and thus the calendar queue should deliver O(1) amortized time complexity
for its operations. However, the value of DEPB is chosen according to an experi-
mental evaluation performed by Brown, which shows that such a value delivers good
performance under different distributions of the timestamps.

Moreover, the original calendar queue might suffer from reduced performance in
at least two pathological scenarios. The first one occurs when the queue has reached
a steady number of contained events, but the priority increment distribution changes
over time, leading to a different MST compared to the one measured during the
last resize. In such scenario we have that the bucket width is inappropriate, and
performance deteriorates. In the second case, the priority increment distribution
makes events be clustered into two buckets distant from each other and reduces the
efficiency, since enqueues traverse a significant amount of events during insertions
and dequeues scan a large number of empty buckets.

There are several works that try to resolve these issues by triggering the data-
structure reshuffle more frequently and designing new strategies to individuate a
more accurate bucket width. In particular, the authors in [99] state that the sam-
pling of events should be obtained from the most dense buckets, namely, those
that contain the highest percentage of events stored into the queue. An analytical
model is presented in [100] for computing a scale factor for the actual bucket width
such that the new bucket width minimizes (in the model) the cost of queue opera-
tions. The final bucket width computation resorts to a combination of the sampling
technique described in [99] and a minimization technique. Moreover, the condition
triggering the data-structure reshuffle is checked periodically. The time period is
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selected accurately in order to maintain O(1) amortized access time. Instead, the
authors in [92] define a new data structure able to recursively split individual and
dense buckets, making the bucket width be chosen properly for each bucket.

Anyhow, these works define heuristics and algorithms for computing MST ,
DEPB and the bucket width for the case of sequential accesses. So, they do not
account for the effectiveness of the proposals with concurrent, scalable, conflict-
resilient multi-list event pools, like the one we are presenting. They try to minimize
the average cost of queue operations by modeling properties of events, in particular
MST , so they cannot capture dynamics and behaviors connected to interactions
between concurrent threads. In order to cope with such aspects, so as to determine
a suited bucket width for our concurrent event pool, we had to take into account
the impact of retries on the cost of queue operations, which lead to repeat some
computational steps, such as atomic instructions. In particular, when a dequeue
finds an empty bucket, it tries to increase current with a CAS instruction. Updating
such variable is an expensive operation, since it is likely contended among threads,
and might at worst lead to thrashing behaviors. Consequently, it is reasonable that
the number of events in a bucket should be at least Td in our approach, where Td

is the number of CPU-cores expected to concurrently access a bucket for dequeue
operations, which can be clearly less than the total number of CPU-cores available
for running the share everything PDES system, which we denote as n. Anyhow,
Td can be much greater than the value of DEPB used to compute the bucket
width according to the rule proposed with, e.g., the original calendar queue. On
one hand, this should not affect the asymptotic cost of dequeue operations, since a
wider bucket width decreases the probability to scan a large amount of empty buck-
ets. On the other hand, longer bucket lists affect the enqueue access time, since the
enqueue has to scan an increased number of events before finding the position for
the insertion. However, as shown in [90], a highly concurrent event pool based on a
multi-list approach can have O(N2) times longer bucket lists, whereN is the number
of CPU-cores, than a baseline solution relying on spinlocks, and obtain comparable
performance under high concurrency levels. Therefore, it follows that an average
number DEPB of elements within a bucket such that Td < DEPB << N2 can be
a desirable value for optimizing the cost of both enqueue and dequeue operations
in our proposal. Given that Td ≤ N independently of the actual access pattern to
the queue by concurrent threads, we suggest a value DEPB ≈ N as a suited one.
In any case, in the experimental study of our proposal, we report data with differ-
ent configurations of the parameter DEPB, just to capture the effects of possibly
different parameterizations while determining the bucket width.

5.2 Experimental data

We experimentally evaluated the performance of our data structure with two dif-
ferent test settings. In the first one we exploited a synthetic workload based on
the well-known Hold-Model, where hold operations, namely a dequeue followed by
an enqueue, are continuously performed on top the queue, which is pre-populated
with a given number of items at startup (referred to as queue size). This test al-
lows evaluating the steady-state behavior of the queue and, when executed in a
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Table 5.1. Employed Timestamp Increment Distributions

Probability Distribution Formula

Uniform 2·rand

Triangular 3
2 ·
√

rand

Negative Triangular 3 · (1−
√

rand)
Exponential − ln(rand)

multi-threaded fashion, its scalability and resilience to performance degradation in
scenarios with scaled up volumes of concurrent accesses. The second test setting
is related to the usage of the presented lock-free queue within a baseline share-
everything PDES architecture, on top of which we run both the classical PHOLD
benchmark for PDES systems and a multi-robot exploration model, called TCAR.
The platform used in all the experiments is a 32-core HP ProLiant machine running
Linux (kernel 2.6) equipped with 64 GB of RAM. The number of threads running
the test-bed programs has been varied from 1 to 32.

5.2.1 Results with the Hold-Model

With the Hold-Model workload, the event pool is gradually populated with a given
number of elements (queue size) and then each concurrent thread performs de-
queue/enqueue operations with equal probability set to 0.5. Each run terminates
when the total number of operations executed by the threads reaches 106. We run
experiments with 4 different distributions of the priority increment for the genera-
tion of new elements to be inserted into the queue, which are shown in Table 5.1.
For each distribution, we executed 4 tests with various queue sizes, namely 25, 400,
4000 and 32000. The performance of the proposed conflict-resilient calendar queue
(CRCQ) is compared with the classical calendar queue [12] (SLCQ), whose concur-
rent accesses are synchronized via spin-locking, and the lock-free O(1) event pool,
still inspired to the classical calendar queue structure, presented in [91] (NBCQ).

The results are shown in Figures 5.3-5.6, where each sample is obtained as the
average of 10 different runs of the same configuration. We report the wall-clock
times required to perform the target number of operations while varying the num-
ber of threads from 1 to 32. As expected the evaluated data structures have O(1)
access time, in fact, once the number of running threads is fixed, the wall-clock time
is constant for different combinations of queue sizes and priority increment distribu-
tions. Both the two tested lock-free solutions outperform SLCQ. However, our new
proposal CRCQ shows an improved performance wrt the NBCQ in almost every
scenario, just thanks to conflict resilience on dequeues. Moreover, any number of
threads larger than 4 is enough to make CRCQ be the most efficient implementation
among all the tested alternatives.

Although the wall-clock time shown by CRCQ slightly increases with more than
12 threads, it is reasonable to think that the flat line of NBCQ in Figures 5.5 and
5.6 does not reveal a behavior similar to the ones in Figures 5.3 and 5.4 just because
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Figure 5.3. Hold-Model wall-clock times with average queue size equal to 25
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Figure 5.4. Hold-Model wall-clock times with average queue size equal to 400
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Figure 5.5. Hold-Model wall-clock times with average queue size equal to 4000
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Figure 5.6. Hold-Model wall-clock times with average queue size equal to 32000
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Figure 5.7. Hold-Model wall-clock times with average queue size equal to 32000 and
DEPB equal to 3
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Figure 5.8. Hold-Model wall-clock times with average queue size equal to 32000 and
DEPB equal to 6
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Figure 5.9. Hold-Model wall-clock times with average queue size equal to 32000 and
DEPB equal to 12
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the minimum wall-clock time is expected with a higher number of threads compared
to the maximum we could experiment with3. In other words, the higher efficiency of
CRCQ allows to sense earlier the inherent bottleneck represented by retrieving the
minimum from the event pool since, with reduced queue size, each bucket contains
few items and consequently the probability that a dequeue finds an empty bucket
is higher.

To confirm this hypothesis, we have run a synthetic test with a queue size equal
to 32000, but this time with different values of DEPB, namely 3, 6, 12, 24. As
shown in Figures 5.7-5.10, an increased number of items in a bucket allows to in-
crease the performance improvement obtained by a scaled up number of threads
with CRCQ, since this reduces the probability to find an empty bucket. Conse-
quently, the amount of “wasted” local work of a thread is also reduced, thanks to
conflict resilience of the proposed data structure, and at the same time there are less
conflicts in updating/reading the value of current. Moreover, longer buckets act as
an implicit back-off mechanism, exalting the resilience capability of our proposal vs
conflicting concurrent accesses to the hot spot of the queue, namely the minimum
timestamp event. We recall again this is materialized in only one item at any time.
This also confirms the deductions in [90] related to the fact that the optimal bucket
width in scenarios with concurrent accesses can be significantly different from the
ones characterizing sequential implementations.

5.2.2 Share-everything PDES results

In order to test our proposal no longer as a standalone component, but rather when
exploited in share-everything PDES, we have realized an early design of a share-
everything PDES engine whose flow chart is shown in Figure 5.11. The ordering
of the elements into the calendar queue is based on events’ timestamp. Each event
also keeps information regarding which is the target LP and the actual event’s type
and payload.

In this version of the share-everything PDES system, speculation along simula-
tion time plays a limited role. More in detail, all the events kept in the calendar
queue are schedule-committed, with the meaning that they will never be retracted
(e.g., via negative copies) because of causality errors involving their parent events.
In fact, in this early design of the share-everything PDES engine, events that are
dynamically produced during the processing of an event which can be reverted are
flushed to the calendar queue only if the speculatively executed event is eventually
detected to be safe (i.e., causal consistent). This, in its turn, implies that the event
is no longer rollbackable, therefore the output it has produced will never need to
be undone. On the other hand, the undo on the updates of the state of the LPs by
events that are eventually detected as causally inconsistent are undone by exploiting
the reverse computing literature technique presented in [43].

We target the scenario where the maximum number of worker threads employed
in the speculative PDES engine is upper bounded by the number of available CPU-

3In fact, experimenting with a number of threads greater than the number of available CPU-
cores in the underlying platform would have generated scenarios of interference on CPU usage,
possibly leading to unclear motivations for winning or losing on the comparison among the different
solutions.
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Figure 5.11. Main Loop Flow Chart of the employed share-everything PDES platform

cores. This is a classical configuration avoiding interference by deschedule/resched-
ule operations in parallel applications [101, 102, 103] at least for cases where the
platform is temporarily dedicated to a specific application.

Due to the multi-threaded nature and the speculative flavor of the simulation
environment, no two different worker threads can execute at the same time multiple
events which entail reading/updating the same memory regions. Therefore, to en-
force data separation, the simulation relies on an array of spinlocks, one for each LP.
Whenever WTi has to execute an event e, it tries to acquire the lock for the given
recipient LP. In case the lock cannot be taken, it means that another worker thread
is currently executing operations on the region’s state. In this case, the worker
thread spins on the lock, until the other worker thread completes its operations.
As already noted, the achievement of joint non-blocking capabilities at the level of
both event pool management (as we already do in the present solution) and LP
state management is the object of the proposal in Chapter 6. On the other hand,
this configuration of the share-everything PDES engine can still reveal highly effec-
tive in scenarios with non-excessively unbalanced distribution of the events across
the LPs, so that the core data structure with conflicting operations by the worker
threads is exactly the fully-shared event pool. Also, it can cope with (very) fine
grain events, by avoiding the costs for managing output queues and retractions of
events, which characterize classical speculative PDES.

A meta-data layer is used to track the LP currently being run by any thread
and the timestamp of the corresponding event. When a worker thread has no LP to
take care of (for event processing), it tries to extract an event to be processed by the
calendar queue by performing a fetch operation. Specifically, it extracts the event
e with minimum timestamp that is currently registered into the calendar queue (if
any), and records atomically the extracted timestamp value and the corresponding
LP id, associated with WTi, into the meta-data layer. Thus, such layer allows to
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compute the commit horizon of the simulation and to distinguish if an event can be
affected by other events in the past or not. In the first case, the extracted event can
be safely executed by triggering the native version of the application code. Oth-
erwise, the worker thread speculatively processes the event by running a modified
version of the event handler obtained thanks to a transparent instrumentation (an
ad-hoc compile/link procedure) of the native code. The instrumented code gener-
ates at runtime undo blocks of machine instructions, which can be used to rollback
updates performed by event processing according to the technique in [43]. Safety
of the events in this baseline configuration of the engine is computed relying on the
aforementioned meta-data layer. Differently by the solution exposed in the next
chapter, the one of computing the safety of an event to be processed is a blocking
operation.

The events produced by a speculative execution are locally stored waiting for
the commitment of the event that generated them. If that event is not eventually
committed because of a causality error, the local buffer of events is simply discarded
without affecting the pending event set. Otherwise, in case it eventually become
schedule-committed, then a flush procedure is called, which atomically inserts them
into the calendar queue. Concerning execution liveness, if the LP lock is taken by
any worker thread speculatively processing an event e associated with T (e), and
during its execution a new event e′ associated with T (e′) < T (e) is flushed (e.g.,
by a worker thread executing in non-speculative mode) into the calendar queue,
we might incur in a livelock. Thus, if a worker thread has executed speculatively
an event which is (not yet) safe, it checks whether any other worker thread has
extracted an event with higher priority destined to the same LP. In the positive
case, the effects of the event’s execution are undone (by simply jumping to the
generated reverse window) and the region lock is released. In this case, the event
stays bound to the worker thread (for re-processing).

The first test-bed application we run on top of the share-everything PDES engine
is the classical PHOLD benchmark [14], whose high level representation of the
classical LP behavior is schematized in Figure 5.12. We configured it with 1024
LPs. In PHOLD the execution of an event leads to update the state of the target
LP, in particular statistics related to the advancement of the simulation, such as
the number of processed events and the average values of the time advancement
experienced by the LPs. It also leads to executing a classical CPU busy-loop for
the emulation of a given event granularity. There are two types of events: i) regular
events, whose processing generates new events of any type; ii) diffusion events that
do not generate new events when being processed.

Thus, PHOLD can be configured in terms of event granularity (the amount of
work performed in the busy-loop) and in terms of the number of events destined to
other LPs. In our evaluation, the number of diffusion events generated by regular
ones (denoted as Fan-Out) is set to 1 and 50. These two configurations of the event
pattern lead to scenarios where the average number of events in the event pool is
stable, but there are punctual fluctuations, which are more or less intense. In turn,
these can allow assessing the effects of our proposal in scenarios where the actual
locality of the activity (in particular extraction activities) bound to the hot bucket
of the calendar queue can be more or less intense.
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Figure 5.12. PHOLD model representation

The timestamp increments are chosen according to an exponential distribution
with mean set to one simulation-time unit. We selected two different lookahead
values, respectively 10% and 0.1% of the average timestamp increment, in order
to observe the impact of this parameter on the run-time dynamics. Finally, the
busy loop while processing an event is set to generate different event granularity in
different tests, namely 60, 40 and 22 microseconds, in order to emulate medium to
low granularity events proper of a large variety of discrete event models.

5.2.2.1 Results with PHOLD

In Figures 5.13-5.15 and Figures 5.16-5.18 we show the speedup achieved by the
parallel runs wrt the sequential execution of the same configurations of PHOLD.
Speedup values are shown while varying in the share-everything PDES system the
number of threads from 1 to 32, and with different lookahead values (respectively
10% and 0.1% of the average timestamp increment). Whenever the event granularity
is larger and the lookahead is large enough to make threads process events safely
with high probability (Figure 5.15), we observe that both the lock-free event pools
considered in our study allow an almost linear speedup with coefficient 1 (ideal
speedup). This is observed up to 16 threads. When running with more threads, the
speedup coefficient is 0.8 for CRCQ and 0.7 for NBCQ. Conversely, the spin-locked
calendar queue has scalability problems with more than 8 threads and its efficiency
is further negatively affected by an increased Fan-Out value.

Reduced lookahead (Figure 5.18) does not affect significantly the behavior of
lock-free solutions and makes the spin-lock protected calendar queue to achieve an
increased speedup when the Fan-Out is set to 1. The reason behind this behavior is
that a smaller lookahead increases the probability to extract an unsafe event, that
has to be executed speculatively and requires an explicit synchronization (possibly
with rollback) in the worst case, reducing the actual concurrency in accessing the
shared event pool.

A reduced event granularity leads to a higher pressure on the shared event pool
by enlarging the volume of concurrent accesses. In particular, event granularity set
to 40 microseconds and lookahead set to 10% (Figure 5.14) make the spin-locked
calendar queue deteriorate after 8 threads and NBPQ after 24 threads (mostly
because of conflicts and retries on dequeue operations),while CRCQ still delivers
linear speedup.
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Figure 5.13. PHOLD speedup results, lookahead equal to 10% of the average timestamp
increment and event granularity equal to 22 µs
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Figure 5.14. PHOLD speedup results, lookahead equal to 10% of the average timestamp
increment and event granularity equal to 40 µs
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Figure 5.15. PHOLD speedup results, lookahead equal to 10% of the average timestamp
increment and event granularity equal to 60 µs
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Figure 5.16. PHOLD speedup results, lookahead equal to 0.1% of the average timestamp
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Figure 5.17. PHOLD speedup results, lookahead equal to 0.1% of the average timestamp
increment and event granularity equal to 40 µs
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Figure 5.18. PHOLD speedup results, lookahead equal to 0.1% of the average timestamp
increment and event granularity equal to 60 µs
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Reduced lookahead (Figure 5.17) leaves almost unaltered the speedup of both
the lock-free queues, but leads to a trend reversal. In particular, a larger Fan-Out
makes lock-free solutions achieve higher performance (conversely the spin-locked
calendar goes worse) since it balances the trend of reduction of concurrency in ac-
cessing the shared event pool due to synchronization at the meta-data layer (thanks
to more intense bursts of enqueue operations). Anyhow also in this adverse scenario
the proposed solution still delivers an almost linear speedup.

Finally, a very fine grain event, namely 22 microseconds, leads to a scenario quite
similar to the tests with the Hold-Model, where increasing the number of threads
leaves unaltered the wall-clock time spent into the conflict-resilient calendar queue.
In Figure 5.13 it is shown how the speedup slope is reduced when moving from 24
to 32 threads in our solution (anyhow the speedup is still 0.5 of the ideal one with
32 threads), while a smaller lookahead (see Figure 5.16) makes our proposal still
achieve the same speedup of larger lookahead scenarios when Fan-Out set to 50, and
gives no speedup advantages when moving from 24 to 32 number of threads with
the smallest Fan-Out, thus indicating how CRCQ does not negatively impact the
absolute performance when moving towards the usage of the maximum admitted
parallelism level.

5.2.2.2 Results with TCAR

As the second PDES test-bed, we used a variant of the Terrain-Covering Ant Robots
(TCAR) model presented in [104]. In this model, multiple robots (agents) are
located into a region (the terrain) in order to fully explore it.

TCAR simulations are usually exploited for the what-if analysis in rescue sce-
narios. In particular, if some kind of accident occurs in a region which is either
unknown by the rescuers or altered by the accident itself (e.g., due to explosions
or collapses), the first action in order to actually rescue the victims is to explore
the whole region to determine a plan. In this simulation scenario there is a non-
negligible trade-off: the higher the number of robots (agents) injected in the rescue
terrain, the faster is the full exploration of the region, but (at the same time) the
higher the cost. Simulation can provide rescuers with the optimal number of ant
robots which must be unleashed in the terrain to fully cover it in a given time.

In our implementation of TCAR, the terrain is represented as an undirected
graph, therefore a robot (i.e., an ant robot) is able to move from one space region to
another in both directions. This mapping is created by imposing a specific grid on
the space region. The robots are then required to visit the entire space (i.e., cover
the whole graph) by visiting each cell (i.e., graph node) once or multiple times.
Differently from the original model in [104], we have used hexagonal cells, rather
than square ones. This allows for a better representation of the robots’ mobility
featuring real world scenarios since real ant robots (e.g., as physically realized in
[105]) have the ability to steer to any direction during the exploration.

Robots start from specific border cells in the terrain, and from each cell a given
number of robots starts moving around (mimicking the fact that rescue teams start
from specific positions and unleash robots for discovery). Overall, the simulation
scenario is depicted in Figure 5.19.
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Figure 5.19. TCAR representation

The TCAR model relies on a node-counting algorithm, where each cell is as-
signed a counter that gets incremented whenever any robot visits it. So, the counter
tracks the number of pheromones left by ants, to notify other ones of their transit.
Whenever a robot (i.e., an ant robot) reaches a cell, it increments the counter and
determines its new destination. Choosing a destination is a very important factor
to efficiently cover the whole region, and to support this the trail counter is used.
In particular, a greedy approach is used such that, when a robot is in a particular
cell, it targets the neighbor with the minimum trail count. A random choice takes
place if multiple cells have the same (minimum) trail count. Although this greedy
approach might not be optimal, it allows for a complete coverage of the region tak-
ing into account the simplicity of the agents, which may have a very limited and
noisy sensing capability. In the original model, whenever a robot is in a given cell,
it accesses the information stored in the neighbor cells (i.e., trail counters) to make
its decision.

The original TCAR model adopts a pull approach for gathering trail coun-
ters from adjacent cells. Considering the traditional PDES programming model,
based on data separation across the LPs, such an approach would result in sending
query/reply events across objects modeling adjacent cells each time a robot needs
to move to some new destination cell.

To reduce the interactions across the LPs (by reducing the volume of events
to be scheduled along the model lifetime) we adopted a push approach, relying on
a notification event (message) which is used to inform all neighbors of the newly
updated trail counter whenever a robot enters a cell. Then, each LP modeling a cell
stores in its own simulation state the neighbors’ trail-counters values, making them
available to compute the destination when simulating the transit of a robot. In the
used TCAR configuration, we included the evaluation of a new state value for the
cell whenever a robot enters it, so as to mimic the evolution of a given phenomenon
within the cells.

This computation has been based on a linear combination of exponential func-
tions (like it occurs for example when evaluating fading on wireless communication
systems due to environmental conditions). Further, to model the delay robots ex-
perience when entering a cell for correctly aligning itself spatially, a lookahead of
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Figure 5.20. TCAR speedup results

10% of the average cell residence time has been added when generating new events
used to notify the update of the local trail counter to the neighbors. We configured
TCAR with 1024 cells, and we studied two alternative scenarios with different ratios
between the number of robots exploring the terrain and the number of cells, say
15% and 30%. We refer to this parameter as Cell Occupancy Factor (COF).

Speedup results are shown in Figure 5.20, where we still keep the PDES engine
configuration with spin-lock protected calendar queue as the reference. By the plot
we see how, also for this application, the maximum thread count leading the spin-
lock protected calendar queue to be competitive is between 4 and 8, depending on
the value of COF. Beyond 8 threads, such configuration rapidly degrades. NBCQ
scales well up to 16 threads, but then degrades, while CRCQ provides close to linear
speedup up to 32 threads, jointly guaranteeing at least 50% of the ideal speedup
value even for larger thread counts.

Figure 5.21 provides a finer grain representation of the CPU cycles spent by
the different configurations of the PDES engine in the different layers/operations.
Here the cycles spent in waiting to access to the spin-lock based calendar queue is
considered as part of the enqueue/dequeue operations. By the results we observe
that CRCQ allows reducing the time spent in enqueue and dequeue operations
significantly, compared to SLCQ, with scaled up gains at larger thread counts. This
is also reflected into a reduction of the amount of clock cycles spent at the meta-data
synchronization layer when using non-blocking approaches, and in particular CRCQ.
In more detail, delaying the enqueue of new events upon committing a processed
event, as it occurs with SLCQ, leads to reducing the speed of advancement of the
commit horizon of the simulation, since the delayed threads cannot participate with
new extracted event-timestamps to the reduction leading to the commit horizon
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Figure 5.21. TCAR execution profile, COF set to 30%

advancement. Moreover, the increased queue latency due to spin-locking activity
leads to scenarios where the probability to extract an unsafe event is much higher.
This leads threads to stall for longer time before being able to commit the events
they just executed speculatively, a problem which is avoided with non-blocking
solutions.

Comparing the two tested lock-free event pools it is possible to observe that the
time spent in performing enqueue operations appears to be independent of the con-
currency level. This is an expected result since enqueue operations, differently from
dequeues, are expected to be distributed on a larger interval along the virtual-time
axis, thus leading to reduced conflict and retry probability at any level of concur-
rency. Moreover, CRCQ shows a negligible rise of time spent in dequeue operations
compared to the gain obtained thanks to the increase of the thread count, showing
a constrained linear increment of cost. Contrarily, the NBCQ shows a superlinear
increment of the cycles spent by the threads in dequeue operations, losing profits
with larger thread counts. This is somehow expected since the bucket containing
the highest priority (lowest timestamp) event is targeted by a higher volume of con-
current dequeues, all insisting on the head element of the bucket itself, leading the
NBCQ to abort/retry a dequeue multiple times when conflicts materialize. Clearly,
this phenomenon is also linked to the very fine grain nature of TCAR, in fact coarser
grain models—like the 60 microseconds PHOLD configuration—lead to increase the
percentage of time spent by threads in the application layer, thus reducing the vol-
ume of concurrent accesses for dequeue operations and the consequent likelihood of
conflicts and retries. CRCQ directly tackled such a problem since the conflicts on a
dequeue operation, namely Fetch&Or updates on a just deleted node, do not bring
to retry the whole dequeue task. Moreover, leaving deleted nodes on the current
bucket, combined with longer lists, act as a natural back-off mechanism, tending to
reduce the collision probability.



Chapter 6

Non-blocking task scheduling

In the previous chapter we have provided a solution for the engine level share-
everything PDES coordination by devising a highly concurrent shared-event pool
supporting conflict resilient non-blocking operations. This solution allows achieving
scalability of engine-level tasks, in particular by preventing extraction and insertion
operations from/to the event pool to become a bottleneck in the share-everything
PDES scenario.

However, this solution alone does not allow to cope with thread coordination
issues related to the access by threads to the states of the LPs involved in the
simulation model. More in detail, if two or more threads concurrently pick different
events destined to the same LP, they incur the risk of blocks and sequentialization
in the access to the LP state (as it occurs in the baseline version of the share-
everything PDES engine provided in the previous chapter). In fact, the common
programming model for PDES is such that the application code is designed in such
a way to have an LP representing a sequential entity, on whose state image a single
thread is enabled to work at any given point in time in order to not impair safety
of software actions because of concurrent conflicting accesses.

Overall, two threads that request the access to the state of a same LP would need
to explicitly coordinate to avoid inconsistent state manipulations. Also, the block is
(hopefully) implemented via spin-locks in order to avoid operating-system thread-
reschedule delays caused by kernel-level blocking synchronization services. As a
consequence, an additional penalty comes out from the energy-waste generated by
the corresponding busy-waiting CPU cycles.

In order to cope with these shortcomings, in this chapter we present the design
of a share-everything PDES system where no thread is ever blocked because of a
conflicting concurrent access to some engine/application data structure. So, we
further raise the bar in order to focus not only on concurrent data manipulations
targeting the fully-shared event pool, but rather on data manipulations targeting
whatever data structure within the share-everything PDES system.

This result has been achieved by fully revising the CPU-dispatching rules that
are put in place by worker threads, which are in this proposal no longer based
on extracting the element with the current minimum timestamp from the fully-
shared event pool (as an individual action) and then on locking the destination LP
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(as a final action for CPU-dispatching the event). Rather, the pool is accessed in
non-blocking fashion by selecting for processing an event destined to an LP that
is currently not active—not already CPU-dispatched by any other worker thread.
This is discovered exactly while traversing the event pool, still in non-blocking
fashion, thanks to the introduction of new signaling mechanisms based on metadata
that are used to indicate the state of each LP (CPU-dispatched or not), which are
manipulated in combination with the access to the record representing an element of
the event pool. These metadata are manipulated atomically in non-blocking mode
via the Compare&Swap (CAS) machine instruction.

Overall, in this further enhanced proposal for the achievement of a non-blocking
share-everything PDES engine we rely on a vertical approach where the state of
the event pool, in combination with the augmented metadata, does not only keep
into account what events need to occur at a given LP. Rather it also expresses the
current state of the LP, namely whether it is already CPU-dispatched or not, and
the whole information is accessed/manipulated in non-blocking mode.

This design is towards a fully non-blocking speculative PDES engine, where the
actual need for block phases is only determined by the setup level of speculation.
We set this level to one for each LP—thus each LP is allowed to perform a step
ahead in logical time speculatively—still relying on a shared pool containing only
schedule-committed events. This means that, in this organization an event cannot
be annihilated, but rather it could be rolled back and executed again if found to be
causally inconsistent.

The topic of enhancing the speculation level, and thus of providing fully non-
blocking coordination of tasks along simulation time, will be faced in the next
chapter. However, this facility (namely, non-blocking coordination in the virtual-
time dimension) can be seen as orthogonal to the core CPU-dispatching mechanisms
of events that we present in this chapter. In any case, even though we target
speculative event processing to some extent, in this enhanced proposal we are still
able to exploit lookahead information in order to detect whether some event is safe
to be processed and does not require reversibility supporting actions. This allows
us to enable LPs to perform as many steps ahead as possible in non-speculative
mode before trapping into speculative execution of some event.

6.1 The task scheduling algorithm

As hinted, non-blocking task scheduling is achieved in this chapter by exploiting
the conflict resilient event pool previously presented as the baseline, and modifying
the representation of the corresponding data structure via the integration with ad-
ditional information. Also, this time we do not only perform operations of insertion
and deletion of records into/from the fully-shared event pool, but rather we jointly
perform, still in non-blocking fashion the additional operations required for avoiding
collisions of the different WTs on the state of a same LP. As it will be clear later
in our explanation, the logic associated with the additional operations we put in
place on the non-blocking event pool are actually independent of the structure of
the event pool itself. Hence, we will see the non-blocking event pool can be seen as
an abstraction on top of which we devise the additional operations. Consequently,
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Figure 6.1. Diagram of the simulation loop executed by WTs

the new algorithmic proposals we provide in this chapter are combinable with—but
still independent of—those presented in Chapter 5.

In the modified version, our non-blocking event pool is coupled with information
related to the current CPU-dispatch of the LPs among WTs. In other words, the
pool is associated with information related to a kind of short-term binding of LPs
to WTs. So, we introduce in the reshuffled data structure (and in the associated
management logic) the concept of booking of LPs by WTs, so that a non-blocking
dequeue operation by some WT that tries to CPU-dispatch an event destined to
some LP does not actually remove the corresponding event-record item from the
shared pool, but rather it simply “books” the target LP, thus putting in place the
aforementioned short-term binding.

The event records are not removed when the corresponding LP is booked and
they are being processed since, as we shall explain, their presence in the event pool
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Algorithm 6.1 Main Loop
N1: procedure MainLoop( )
N2: Set<event> newEvents← ∅
N3: bool safe← FALSE
N4: event e, e′ ← NULL
N5: while ¬endSimulation do
N6: 〈e, safe〉 ← GetMinFree( )
N7: if e = NULL then
N8: continue
N9: end if

N10: execute:
N11: if safe then
N12: newEvents ← Process(e)
N13: else
N14: newEvents ← ProcessReversible(e)
N15: do
N16: 〈e′, safe〉 ← GetMinLP(LP(e))
N17: if e 6= e′ then
N18: UndoEvent(e)
N19: e← e′

N20: newEvents← ∅
N21: goto execute
N22: end if
N23: while ¬safe ∧ ¬endSimulation
N24: end if
N25: if endSimulation then
N26: break
N27: end if
N28: Commit(e, newEvents)
N29: end while
N30: end procedure

is exploited for detecting the safety1 (causal consistency) of the events themselves.
So, the booking of an LP figures out as a logical removal of some corresponding
event, which is not yet finalized into a definite removal. The latter takes place when
event processing is committed. Consequently, the event pool data-structure has an
additional API to effectively remove some item from the event pool, so as to perform
garbage collection of event records whenever they are no longer needed—since their
processing is related to a definitive committed action.

At a logical level, to hide away the complexity of the queue implementation,
we abstract it as a generic non-blocking timestamp-ordered event pool. It offers
anyhow a couple of additional API functions. The first one (GetMin) allows to
retrieve the highest-priority event. The second one (GetNext) allows to pick the

1A formal definition of safety is provided in the next chapter.
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Algorithm 6.2 GetMinFree procedure
L1: procedure GetMinFree( )
L2: Set S ← NULL
L3: node n ← GetMin()
L4: time min ← n.ts
L5: while ¬TryLock(n.lp) do
L6: S.add(n.lp)
L7: n ← GetNext(n)
L8: end while
L9: if n.ts < min + LOOKAHEAD ∧ ¬n.lp ∈ S then

L10: return 〈n.event, TRUE 〉
L11: else
L12: return 〈n.event, FALSE 〉
L13: end if
L14: end procedure

event immediately following the one passed as argument. This latter function allows
for a timestamp-ordered traversal of the pool.

The overall activities that are carried out by the WTs are schematized by the
pseudocode shown in Algorithm 6.1. The loop executed by WTs can be logically
divided in four different phases, as shown in Figure 6.1. Initially a call to the
GetMinFree procedure is executed in order to retrieve from the shared event
pool an event to process. As the name of the procedure suggests, in this phase we
try to pick an event for processing destined to some “free” LP—say not currently
CPU-dispatched. Also, the event should have the minimum possible timestamp,
although it might not coincide with the absolute minimum in the event pool.

The pseudocode for the GetMinFree procedure is shown in Algorithm 6.2.
This procedure traverses the event pool starting from the head. At each traversal
step of an event, the WT tries to book the corresponding destination LP. Opera-
tively, the booking is based on executing a CAS machine instruction that implements
a non-blocking try-lock operation on a variable associate with the LP to be booked.

If booking fails it means that some other WT is already working on the LP.
In this case, the WT continues traversing the event pool for a new try with some
subsequent event. When an event whose corresponding LP can be booked is found,
the event is returned, although it is not definitely removed from the pool. Moreover,
while searching for an event to take care of, the procedure is able to determine the
safety of such event. In more details, the procedure keeps track of the LPs met de-
pending on the traversed events while scanning the pool, which were already found
to be booked, and of the timestamp of the first event met during this traversing,
namely the one with the highest priority in the event pool. Considering the possi-
bility of having a lookahead specification for the simulation model, an event can be
returned as safe for processing if the difference between its timestamp and the mini-
mum one still recorded into the event pool (the GVT) is smaller than the lookahead
value. If this is true, it means that no other event will ever be delivered—because of
pending processing activities at any LP—to the same LP targeted by the returned
event in its past.
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Algorithm 6.3 GetMinLP procedure
S1: procedure GetMinLp(int lp)
S2: node n ← GetMin()
S3: time min ← n.ts
S4: while (n.lp 6= lp) do
S5: n ← GetNext(n)
S6: end while
S7: if n.ts < min+ LOOKAHEAD then
S8: return 〈n.event, TRUE 〉
S9: else
S10: return 〈n.event, FALSE 〉
S11: end if
S12: end procedure

On the other hand, concurrent processing of multiple events at a same LP is
prohibited because of the booking mechanism, which leads to safety of processing—
namely WT isolated processing on a given LP—even in scenarios where an event
destined to the same LP will be successively flushed to the event pool with a times-
tamp lower than the currently selected event. This situation, if materialized, will
be resolved via rollback, as we shall discuss. In any case the check in line 9 also
covers the scenario where the booked LP corresponds to one that was previously
attempted to book and that has been in the meanwhile released by some other WT.
If this scenario materializes, the picked event cannot be considered safe, indepen-
dently of the lookahead, since there still could be another event to be processed at
the same LP which stands in the past of the picked one.

Once the GetMinFree procedure ends, it returns an event associated with an
LP that is univocally bound to the WT, together with the indication of whether
the event is safe or needs to be processed speculatively. Note again that the event is
still available in the event pool. On the other hand, it can be considered as logically
extracted since, until the WT will keep the corresponding LP booked, no other WT
will extract events destined to the same LP.

At this point, according to the safe value returned by the GetMinFree proce-
dure, two different execution paths are possible: safe and unsafe. A safe execution
leads the WT to CPU-dispatch the non-instrumented event handler (the one not
embedding reverse computing capabilities), which installs the updates on the LP
state in non-reversible mode. Instead, for an unsafe execution, we dispatch the
instrumented version, which entails undoing capabilities. At the end of the specu-
lative execution of an event e, in order to preserve causal consistency and schedule-
commitment for all the events inserted into the shared pool, the WT has to wait
that the executed event becomes safe. This check is done via the GetMinLP pro-
cedure, whose pseudocode is shown in Algorithm 6.3. The execution path of the
GetMinLP procedure is somehow similar to the one of the GetMinFree proce-
dure. However, as the name suggests, this time we are not looking for a generic
event within the pool, but rather we are trying to discover what is the minimum
timestamp event destined to the very same LP that was targeted by the event e, in
the hope such an event corresponds to e and has become safe in the meanwhile.
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Algorithm 6.4 Commit procedure
C1: procedure Commit(event e, Set<event> E)
C2: ∀e′ ∈ E: InsertInEventPool(e′)
C3: Delete(e)
C4: Unlock(LP(e))
C5: end procedure

In this procedure, the head of the pool is retrieved, and the pool is traversed
searching for the first event targeted at the same LP of the event e. Once found,
the event is returned together with its safety condition, this time based only on
the distance from the commit horizon and the lookahead. It is important to note
that we have no guarantee on which event is fetched this time, in fact, if the pro-
cedure returns an event different from e it means that a priority inversion has
occurred—namely, event e has been executed out of timestamp order. In this case,
the processed event e is rolled back executing undo-code blocks generated by in-
strumented handlers and the loop is restarted with the newly extracted event. If
there is no priority inversion, the GetMinLP procedure is repeatedly called until
the processed event is returned as safe. When this condition occurs, the event is
finalized towards its commitment by proceeding to the next phase of the main loop
in Algorithm 6.1.

The pseudocode of the Commit procedure is shown in Algorithm 6.4. The
Commit procedure first places into the global pool all the newly produced events
and successively eliminates the just committed event e making the commit horizon
progress. Once the operations on the pool are completed, the LP’s lock is released,
and the loop is restarted checking each time if the simulation is completed.

We remark again that all the operations on the event pool (insertions/traver-
sals/deletions) are implemented in non-blocking mode according to the solution
presented in the previous chapter. Clearly, the smart dispatching mechanism we
introduce based on LPs’ booking adds a new dimension in terms of scalability by
avoiding WTs’ blocks for accessing the LPs’ states in scenarios with full sharing of
the LPs and of their workload.

6.1.1 Optimization

The GetMinFree operation is one of the most onerous in our PDES engine. In
order to reduce the number of atomic operations, namely CAS instructions, to be
performed to support the booking mechanism, nodes have been augmented with a
reserved field. This is updated by a classical write once booked the corresponding
LP. This field is not required for correctness, therefore if an update is lost—given
that it is not performed using atomic operations—no problem actually arises since,
in scenarios of false negatives for node reserving, the WT will find the corresponding
LP already booked. On the other hand, if a WT finds a node reserved, it will not try
to book the corresponding LP via CAS, thus avoiding at all the cost of this atomic
operation.
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Figure 6.2. PHOLD hot spot model representation

6.2 Experimental results

We have integrated our proposal in a new platform release of our open source share-
everything PDES project2. In this section we report a performance comparison of
this proposal vs the previous release of that same engine based on non-blocking
event pool operations, but still on blocking access to the LPs’ states.

As test-bed application we used a variation of the classical PHOLD bench-
mark [14], previously exposed in Section 5.2.2.1, configured with 1024 LPs. Each
LP schedules events for any other LP in the system, with an exponential times-
tamp increment. As usual for PHOLD, event processing leads to spending some
CPU time, via a busy loop emulating a given event granularity. In our experiments
we initially set the loop to give rise to events with granularity of the order of 60
microseconds, which can be considered as a mid-weight value.

In our PHOLD configuration we included 10 hot-spot LPs, towards which a
given percentage of events injected by the other LPs are routed. This percentage
has been varied from 25% to 100%, passing through 50% and 75%. A representation
of this configuration of PHOD is provided in Figure 6.2.

It is known that PDES workloads with hot spots are difficult to manage since
they might show unbalanced dynamics in case of traditional PDES platforms relying
in the binding between LPs and WTs. Also, they are difficult to manage in share-
everything PDES systems where WTs can block one another because of the need
to process events on a same LP (the hot-spot one). We decided to experiment with

2Available at https://github.com/HPDCS/USE/tree/DSRT2017
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this kind of complex workload just to study how our new approach could overcome
such known limitations.

All the tests have been run on a HP ProLiant machine equipped with four 2GHz
AMD Opteron 6128 processors. Each processor has 8 physical cores, for a total of
32 CPU-cores, which share a 12MB L3 cache (6 MB per each 4-cores set), and
each CPU-core has a 512KB private L2 cache. The machine is equipped with 64
GB of RAM—organized in 8 NUMA nodes—and we used Linux (kernel 3.2) as the
operating system. This is the same platform used for the experiments presented in
the previous chapter. The number of WTs running within the PDES platform has
been varied from 1 to 32 in order to perform a scalability study. All the reported
data points have been computed as the average over 10 runs, executed with different
seeds for the pseudo-random generation of event timestamps.

As a final preliminary note, we set the lookahead of the PHOLD model to the
10% of the average timestamp increment of newly generated events. This enabled
us to study the effects of our non-blocking approach in scenarios where the need
to wait for the safety of speculatively processed events does not become the major
limiting factor to scalability.

In Figures 6.3-6.6 we show results related to the speedup observed while vary-
ing the number of WTs for the different configurations of the PHOLD model with
hot spots. Speedup results have been computed over a sequential run of the same
PHOLD model carried out on a classical calendar-queue scheduler. The two re-
ported plots in each graph refer to our new non-blocking share-everything PDES
engine (NBSE) and to the one based on LPs’ states locks (SLSE) with sequential-
ization of WTs’ conflicting accesses to the same LP state.

By the plots we see how our NBSE proposal is definitely resilient to performance
degradation while increasing the number of used WTs. In fact, its speedup does
not decrease for larger thread counts except for the scenario where the hot spots
are hit with probability one. In any case, even for such extremely skewed workload
of events, the decrease of the speedup when moving from 24 to 32 WTs is minor.
Instead, the SLSE configuration shows a worse scalability, which leads performance
to definitely decrease, especially when considering higher values of the probability
to hit the hot-spot LPs with newly generated events.

The peek speedup achieved by NBSE is around 15 for all the configurations,
while for largely skewed accesses SLSE does not provide more than 10 as the
speedup. This is a relevant achievement of NBSE, showing not only scalability,
but rather the capability to maintain similar scalability levels independently of the
actual pattern of events (more or less clustered) across the LPs.

To further support the effectiveness of NBSE, we report results related to a few
additional variations of the PHOLD configuration. In a first variation, we reduce
the event granularity from 60 to 40 microseconds. In principle, these settings should
be favorable to SLSE since the ratio between the time spent in non-blocking event-
pool operations and the one spent processing events is increased. Hence, SLSE
should suffer a bit less from the need for executing sequentialized accesses to the
LPs’ states while processing events. In any case, by the results in Figures 6.7-6.8 we
see how NBSE still stands as definitely more performing than SLSE. In fact, NBSE
still guarantees speedup of the order 15, while SLSE does not offer more than 10 of
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Figure 6.3. PHOLD (hot spot) - speedup results, number of spots equal to 10, probability
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Figure 6.5. PHOLD (hot spot) speedup results, number of spots equal to 10, probability
of hitting the spot equal to 0.75 and event granularity equal to 60 µs
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Figure 6.6. PHOLD (hot spot) speedup results, number of spots equal to 10, probability
of hitting the spot equal to 1 and event granularity equal to 60 µs
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Figure 6.7. PHOLD (hot spot) speedup results, number of spots equal to 10, probability
of hitting the spot equal to 0.5 and event granularity equal to 40 µs
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Figure 6.8. PHOLD (hot spot) speedup results, number of spots equal to 10, probability
of hitting the spot equal to 0.75 and event granularity equal to 40 µs
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Figure 6.9. PHOLD (hot spot) speedup results, number of spots equal to 32, probability
of hitting the spot equal to 0.5 and event granularity equal to 60 µs
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Figure 6.10. PHOLD (hot spot) speedup results, number of spots equal to 32, probability
of hitting the spot equal to 1 and event granularity equal to 60 µs
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speedup, exactly as with the previous configuration. These data refer to the cases
of medium (0.5) and high (0.75) probability of event routing towards the hot spots.

The additional variation of PHOLD we consider is even more favorable to SLSE,
since it is based on including 32 hot spots (which corresponds to the maximum
number of WTs that are run within the PDES environment), rather than only 10.
With these settings, the workload of events is less skewed, in terms of its distribution
across the LPs, so that SLSE can find more opportunities of no-conflict between
WTs that need to process events at the same destination LP. Hence, it should suffer
less from lock-based sequentialization of the accesses to a same LP’s state. The
results for this variation of PHOLD are reported in Figures 6.9-6.10. Although
the data show that SLSE suffers less from reduced scalability while increasing the
number of WTs, the plots still show how NBSE is superior, especially with higher
likelihood of hitting the spots. In fact, the maximum speedup achieved with NBSE
is of the order of 16, while SLSE does not provide more than 12.5 speedup. Overall,
also for this more favorable workload to SLSE, NBSE still achieves up to almost
30% better speedup values.



Chapter 7

The ultimate share-everything
PDES system

As mentioned, an ideal share-everything PDES platform should guarantee scalabil-
ity along the following two dimensions in a combined manner:

1) wall-clock-time coordination across threads—no one should block each other
while accessing shared data structures (the event pool and the LP states);

2) virtual-time coordination across LPs (ultimately managed by threads)—no LP
should be blocked along virtual time because of potential causality constraints
between the simulation events.

While point 1) has been tackled in Chapter 5 and Chapter 6 providing non-
blocking algorithms for managing the fully-shared event pool and share-everything-
suited event-dispatching rules that avoid collisions across threads in the access to
the state of the LPs, there is still a lack of support for fully non-blocking capabilities
in virtual-time coordination. In fact, the provided solutions are able to speculate
along simulation time for one event only (per LP), although lookahead is anyhow
exploited for identifying the largest volume of tasks (events) that can be processed
in parallel in non-blocking fashion.

In this chapter we present a design coping with both the above points in a
combined manner providing fully speculative execution capabilities of the LPs—
guaranteeing scalability in virtual-time coordination—and fully non-blocking wall-
clock-time coordination across threads. While the solutions provided in the previ-
ous chapters are still valid, in this chapter these solutions are reshuffled and mixed
together devising a holistic solution able to guarantee extreme efficiency under dis-
parate workloads.

Technically, the proposal in this chapter provides solutions for a set of prob-
lems intrinsically related to the construction of speculative share-everything PDES
systems. They are:

• the definition of non-blocking algorithms for managing a fully-shared pending-
event pool that contains both schedule-committed events (those produced by
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the execution of other events that have been detected to be safe and causally
consistent) and non-committed ones (those that are the result of speculative,
not yet committed, processing actions), which might need to be (logically)
canceled. The latter aspect was not considered in the previously proposed so-
lutions, which were limited to the management of schedule-committed events;

• the definition of non-blocking algorithms for dispatching the events to be
processed across threads in such a way that threads never collide on a same
LP, while detecting causal consistency along chains of speculatively processed
events on-the-fly—also exploiting lookahead information. The latter aspect
was not considered too in the previous solutions, where speculation did not
allow to move LPs along arbitrary chains of possibly unsafe events.

Overall, we further raise the bar towards a fully featured solution targeting
scalability of share-everything PDES on multi-core machines, whose implementation
we again release as open source1.

7.1 System architecture
When considering the level of speculation we admit, the solution we are going to
present adheres to the well-known Time-Warp synchronization protocol [19]. More
in detail, we support optimistic execution of (theoretically unbounded) chains of
events along virtual time. To recover from an out-of-order event execution, this
time we adopt the coasting forward [28, 106] technique based on state saving.

In this new design, the system relies on two main data structures:

(A) a set of LP Control Blocks (LPCBs), which are used to keep metadata rep-
resenting the system-level view of the advancement of the LP in simulation
time—this is a concept disjoint from the actual application level state of the
LP;

(B) a set of events—either already processed, or to be processed, or logically
canceled—maintained into the aforementioned fully-shared event pool which,
from now on, we will refer to as Scheduling Queue (SQ).

At first approximation, the main execution loop carried out by all the WTs
consists in: i) fetching some event to be processed from the SQ; ii) performing a
rollback of the target LP, if required; iii) executing the event; iv) updating the
LPCB; v) inserting newly generated events into the SQ.

As for point i), the fetch operation is contextual to the try-lock of the target
LP. Hence, no WT will ever fetch an event bound to an LP that is currently locked
by some other WT. Overall, no mutual block among WTs will ever occur in the
attempt to access the same LP, since the WT that will experience a failure of its
try-lock operation will simply go ahead scanning the event pool in order to take an
event destined to some other LP, exactly in the same manner as seen in Chapter
6. This also guarantees isolation of WTs’ accesses to a given LPCB and to the
corresponding LP state, in both forward and rollback mode.

1Source code available at https://github.com/HPDCS/USE
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Concerning the other operations accessing the SQ within the main loop, as we
will discuss, they are all carried out in a non-blocking fashion—including secondary
updates on individual nodes’ data in order to correctly represent their state (e.g.,
logically cancelled because of a rollback) within the speculative processing scheme,
as discussed in the following.

7.1.1 Architectural details

7.1.1.1 LP Control Blocks

Each LPCB is formed by a set of variables which hold metadata needed by the sim-
ulation engine to detect any relevant runtime condition related to the LP, including
its involvement in causality errors. Its representation is shown in Figure 7.1. Note-
worthy, among others, the LPCB keeps a pointer named bound to the last processed
event, whose timestamp represents therefore the Local Virtual Time (LVT) of the
LP associated with the LP. The actual buffer keeping the event pointed by bound
still stands in the SQ, so that event processing leads to no actual removal from that
queue. Un-linkage from this queue will occur when we detect that the event is either
definitively causally consistent—it is a committed event—or it should not appear
along the execution—it is an event generated by a rolled back one. Discriminating
whether the event has been processed, or it is in a different state with respect to the
state of the target LP and of all the other LPs, will take place via a proper state
machine coded into the event-buffer metadata. The state diagram for this state
machine will be discussed shortly.

The LPCB also maintains a non-negative integer named epoch which keeps
track of the total number of rollback operations the LP has experienced. This
information essentially tells in what incarnation the LP is currently executing along
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its forward path, given that a rollback leads to a new incarnation—a new LP life
after the causality error.

Moreover, each LPCB keeps metadata to retrieve (and to access) what we call
the local_queue of the LP, which is used to maintain the history of processed
events at that LP. Those that are rolled back are not included in this queue. Also,
local_queue is built in our system as a view of event-buffers associated with the
LP which are anyhow kept within the SQ. In other words, local_queue is built
by relying on cross event-buffers’ linkage standing aside of their linkage into the
SQ. The reason for having such a view, rather than only relying on the global
view of events in the SQ, stands in the management of both state reconstruction—
which in our system is based on checkpointing and coasting forward—and CPU-
dispatching of the next-to-be-processed event of the LP. Finally, the LPCB keeps
the lock actually used to support try-lock operations when WTs try to take on the
job of working on the LP.

7.1.1.2 Events representation

In our PDES system, an event is a simple memory buffer—the event-buffer—
exchanged between two LPs, or sent from some LP to itself. The actual exchange
takes place through insertion and extraction operations to/from the SQ. Each event
originates on one LP, called sender, and targets another LP, called receiver, which
could be the same event’s source LP. The actual event representation is depicted in
Figure 7.2.

Each event-buffer is made up by (a) metadata—used by the PDES system for
treating the event—and by (b) the actual payload convoying the information to be
delivered to the event-handler for application level processing. In this section we
focus our attention on metadata, given that our system is application agnostic, and
can support generic simulation models.
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An event-buffer associated with the event e keeps the following metadata:

• the id of the LP which generates and sends the event, and the id of the LP
which must receive and execute it, respectively hold by sender and receiver
fields;

• the timestamp ts at which the event must occur along simulation time;

• a field epoch, which maintains the epoch of the receiver LP at the time when
it processed the event;

• a pointer parent to the event p, whose execution has generated e;

• a field parentEpoch, which represents sender LP’s epoch when p has been
processed, namely the incarnation number of the sender LP at the generation
time of e;

• a variable state used to represent the current state of the event within a
finite-state machine, which drives the event management logic at the level of
the PDES system.

Since our system entails speculative execution capabilities, possible violations
of timestamp order might occur, and rollback operations are required in order to
restore the correct execution trajectory of an LP (a timeline), as well as to undo
the production of new events along the incorrect trajectory. In general, an event
experiences several life stages. We define as committed the simulation trajectory of
an LP that is observable at the end of a concurrent execution entailing no timestamp
order violation. Every event that is visible within that simulation trajectory, is
defined as committed or safe. On the contrary, events could be retracted, meaning
that they can no longer exist in any time-line.

An event being processed flushes newly produced events to the SQ before the
execution phase is over. Therefore, the unprocessed (or being-processed) event with
the minimum timestamp is a safe event that corresponds to the commit horizon,
namely the Global Virtual Time (GVT) of the speculative run.

Given that, thanks to the try-lock mechanism, two events destined to the same
LP cannot be concurrently processed by WTs, we can exploit the lookahead of the
simulation model to compute safety of whatever event to be processed (or being
processed) according to the following expression:

is_safe(e) = (e.ts ∈ [GV T,GV T + LOOKAHEAD) ∧
@ e′ : e.lp = e′.lp ∧ e′.ts < e.ts) (7.1)

If an event e is not safe—meaning that Equation 7.1 does not currently hold for
it—and gets speculatively processed, its execution might be undone because of the
arrival of a straggler destined to the same LP. However, in such a scenario, the event
e could be still valid, meaning that it is requested to appear as executed along some
timeline of the destination LP. On the other hand, if the event was generated by
some other event that is undone, the former becomes invalid. In fact, it should no
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Figure 7.3. State diagram for the event’s life-cycle

way appear in the correct timeline of the destination LP—in classical Time Warp
these are events canceled by their corresponding anti-events.

As for safety, we detect if a particular event e has become invalid at a given point
in wall-clock time by exploiting event-buffer metadata. In particular, an event e is
currently valid if and only if (i) its parent p is currently valid as well and (ii) the
execution of p that generated e has not been undone. Exploiting event metadata,
the definition of validity can be formalized by the following recursive function:

is_valid(e) =


true, if e.type = INIT

(e.parentEpoch = e.parent.epoch)∧
is_valid(e.parent)], otherwise

(7.2)

The above formalization is based on having the validity of an event always
depending on the validity of its parent. The unique exception is the INIT event
—used to just setup the simulation initial state, including the states of the LPs—
which is safe (hence valid) by construction.

To check whether the parent of an event e has been re-executed or not, we
harness the parentEpoch information kept by the event-buffer, which is compared
to the epoch of its parent p. As said before, e.parentEpoch and p.epoch have been
set with the epoch of the sender LP at the time the event p has been executed.
Since the LPs’ epochs are updated after a rollback takes place, if an event is re-
processed, its epoch number will be updated with the new LP’s epoch. If p.epoch
is not equal to—more precisely greater than—e.epoch, it means that the parent is
living within a new and different timeline, to which the child event e does no longer
belong. Consequently, if e.parentEpoch = p.epoch we can infer that the event p
has not been re-executed, and therefore still stands on the original timeline that
generated e.

We do not immediately unlink events from the SQ when they become invalid.
This is because we manage the queue via non-blocking algorithms. As a conse-
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quence, a node in the queue—namely, an event-buffer—might be required to still
stand into the queue to facilitate the execution of non-blocking queue traversals by
WTs. In fact, they can use that node as a link between others, even though the
corresponding event appears to be as no longer relevant for the execution of any
LPs’ timeline. Also, temporarily keeping invalid event-buffers into the SQ is a way
to asynchronously notify the other WTs currently traversing the SQ that something
has changed along the timeline of some LP—since invalid event-buffers expose up-
dated metadata—which may in its turn drive the actions by these same WTs. In
other words, each single node in the SQ is associated with a state machine that
helps supporting a fine grain coordination across WTs, implemented according to
the non-blocking paradigm.

Figure 7.3 shows the actual state machine within which each event-buffer lives.
How state transitions occur based in the pseudo-code executed by WTs will be
discussed in Section 7.1.2, while in this section we illustrate the “meaning” of each
state. A newly produced event, just inserted into the SQ, is born with a clean
state (CLN) representing that no operation has been performed yet on the event-
buffer—except its insertion, clearly with the correct metadata such as the epoch
of the sender LP. Note however that, starting from the wall-clock-time instant the
event appears to be incorporated into the queue, any WT can be already traversing
it, possibly updating its state. When a WT finds an event-buffer e marked with
the CLN state in the SQ, it logically extracts (fetches) e, by marking it as FTCH—we
recall that for this to occur, the WT must have observed the presence of the event-
buffer and must have successfully executed the try-lock on the target LP. In fact,
two different WTs cannot take on the job of concurrently processing a same event
destined to a given LP. Marking an event-buffer as FTCH leads to notify that the
event is currently in charge to some WT.

It is possible that, when the WT successfully try-locks the LP associated with
an event-buffer in the CLN state, this event has already become invalid, since the
execution of its parent might have been undone or invalidated. When a WT observes
this condition while traversing the SQ, it makes the event transit to the logical
ANTI state, whose name evokes the anti-event concept—meaning that it simply
does no longer belong to the simulation trajectory, along any timeline. All the
state transitions are implemented atomically, given that they can be carried out
by concurrent WTs. For potentially conflicting (mutually excluding) transitions—
such as CLN→ FTCH and CLN→ ANTI—we rely on the Compare&Swap (CAS) machine
instruction. For non-conflicting ones, we simply use atomic memory writes—such as
AtomicExchange—abstracted by the SET statement in the pseudo-code. Therefore,
the transition to ANTI excludes the possibility for a WT to successfully transit
the node to FTCH. It is clear that an event still complying with the validity rules
expressed by Equation 7.2, might really be no longer valid. It is only a matter of
time for the WTs to detect that such information related to validity is reflected into
the state of the parent event. On the other hand, speculative processing is already
known to accept the risk of processing something that seems to be consistent, in
terms of timestamp ordering, but which is actually no longer consistent given that
something is happening concurrently along model execution.

An event successfully marked as FTCH is returned to the main loop of the WT,
where it will be processed, as we shall describe. Here, the event transits to the
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“execution” state, say EXC, meaning that the event-handler actually took it for
performing the corresponding LP state manipulations.

Overall, the ANTI state, still reachable from the EXC state, is used to discriminate
that the PDES system knows that the event does no longer belong to any valid LP
timeline, either if it has been already fetched and executed by some thread—thus
it passed through EXC—or if it is found to be invalid prior being fetched. The
ANTI state is reached via a transition from EXC when a rollback occurs related to
the passage of the event to the invalid state. Therefore, it will not need to be re-
processed after the rollback. The PDES system can detect that a rollback needs to
be executed when a WT traverses the SQ comparing the metadata of the LP and
those kept by the event-buffer (such as the current LVT of the LP and the event
timestamp, or its parent’s state). These checks are anyhow executed without the
need for locking the target LP. If the event marked as ANTI is found to stand in the
future—or on a new timeline after a rollback of the target LP—the event is simply
logically transitioned to the ANN state, an absorbing state leading to the unlink of
the event from the SQ.

Similarly, when an event ends its life-cycle and appears along the correct LP
timeline, it is logically marked as COM (commit state). Clearly, an event transits
to COM after being processed if it is found to be a safe one. In this case it is also
unlinked from the SQ. Although unlinked from the SQ, an event-buffer in the COM
state will be garbage collected (reused) successively, as we shall discuss, since some
child could still refer to it for validity assessment according to Equation 7.2. Another
motivation for retaining the event is its usefulness for state reconstruction purposes
in a rollback phase, as we will also discuss.

As a final note, an event can persist in the EXC state across multiple executions,
caused by rollbacks, up to the point in time when its safety is assessed, or it becomes
invalid.

We want to note that, unlike other implementations of simulation platforms that
embrace the Time Warp protocol, we do not rely on the notion of an “anti-message”
as a separate platform-side event entity which conveys data used to annihilate an-
other event; rather we embed this type of information within the event itself which
become an anti-event for itself, as soon as it becomes invalid. Boiling from this fact,
we do not need to exchange extra messages nor process extra event-buffers to the
only purpose of canceling the effects done by others.

7.1.1.3 Scheduling Queue

The Scheduling Queue (SQ) used in our share-everything PDES system is a conflict-
resilient lock-free priority queue that sorts event-buffers (across all the LPs) on the
basis of their timestamps. In particular, it is a calendar queue supporting non-
blocking operations. We borrow its implementation from Chapter 5, reshuffling it
in order to meet the needs of this further improved share-everything PDES system.
At a logical level, such a queue can be abstracted as a generic non-blocking ordered
linked-list like the one proposed by Harris [96]—although being much more efficient
thanks to its multi-bucket organization leading to amortized constant-time access.
Relying on this abstraction allows us to hide the complexity of non-blocking calendar
queue operations, which are not the focus of this chapter—jointly enabling us to
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focus on how we exploit non-blocking capabilities of such priority queue in our
ultimate share-everything PDES system.

In a way similar to what we have introduced in Chapter 6, the reshuffled priority
queue has an Enqueue API and two other primitives: GetMin, which retrieves
a pointer to the event with the smallest timestamp which is still linked to the
queue, and GetNext, which retrieves the pointer to the event which immediately
follows—along virtual time—the one identified by its input argument. Thanks to
this support we can build a cross-layer optimized Fetch operation that returns in a
non-blocking mode a to-be-processed event associated with some LP not currently
locked by any WT (see Section 7.1.2.2 for the details). Further, the SQ supports an
Unlink API which is used to disconnect a generic event from the SQ—those that
transit to the ANN or COM state—still in non-blocking fashion.

Before returning an event e, a WT executing a Fetch executes a try-lock oper-
ation on the target LP. If this operation fails, the WT slides to the subsequent event
in the queue—the one successive to e. This is done thanks to the exploitation of the
above mentioned “get” services in the queue API. This sliding scheme is iterated
up to the point where a try-lock on the LP targeted by some event, encountered
along the queue, executes successfully.

According to the event’s state diagram in Figure 7.3, fetched (or already pro-
cessed) events are not unlinked from the SQ. In fact, an event could be re-executed
due to a rollback. Hence, it must be visible in future queue explorations by concur-
rent WTs in order to be properly handled. Moreover, our event validity definition
(see Equation 7.2) implies that parent metadata could be accessed while assessing
the state of its children. Therefore, the actual garbage collection of the event-
buffer—leading to its reuse—is also determined by the relation between the GVT
value and the timestamp of child events, as we shall discuss. On the other hand,
the logical removal of the node in the COM state associated with the minimum times-
tamp value from the SQ via the Unlink API is enough to move forward—beyond
that node—the pointer to the new minimum timestamp element into the queue. As
said, this is because in our PDES system the removal of that COM event, which was
previously processed, already led to incorporate into the SQ all its children, if any.

7.1.2 Worker thread algorithm

7.1.2.1 Main loop

The pseudocode of the main loop carried out by any WT is shown in Algorithm 7.1.
Initially a call to the Fetch procedure is executed to retrieve from the SQ an event
to be handled (processed or undone/retracted), which is destined to an LP not
currently in charge of another WT. The Fetch procedure returns to the caller WT
a pointer to the event to be handled, and the indication of whether the event is safe
(according to Equation 7.1) or at least valid. The Fetch procedure also returns
the minimum timestamp of the non-committed event standing into the SQ, namely
the current GVT value. Further, according to state transitions, such procedure may
lead events destined to whatever LP to transit from CLN to ANTI while traversing
the SQ. This is based on validity checks as expressed by Equation 7.2.
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Algorithm 7.1 Main Loop
M1: procedure MainLoop()
M2: < evt, safe, valid, gvt > ← Fetch()
M3: curLP ← evt.receiver
M4: if evt 6= null then
M5: if evt.ts < curLP .bound.ts then
M6: Rollback(curLP , evt.ts)
M7: end if
M8: if ¬valid then
M9: SET(evt.state← ANTI)

M10: else
M11: MakeUndoable(curLP ,evt,safe)
M12: LinkToLPQueue(curLP .bound, evt)
M13: evt.epoch ← curLP .epoch
M14: newEvts ← Execute(evt)
M15: Flush()
M16: curLP .bound ← evt
M17: SET(evt.state, EXC)
M18: end if
M19: Unlock(curLP .lock)
M20: if safe = TRUE then
M21: Unlink(evt)
M22: end if
M23: end if
M24: GVTOperations(gvt)
M25: end procedure

Regardless the retrieved event’s current state—namely, if it has to be executed as
an event or if it is an invalid one to be retracted—the thread checks if its timestamp
is smaller than the LP’s LVT, namely the time reached by the LP executing the
event pointed by its bound variable in the LPCB. In the positive case a Rollback
is triggered in order to bring back the LP’s state to the timestamp of the last event
preceding the retrieved straggler event and belonging to the current timeline. At
the end of the Rollback procedure the simulation state is compliant with respect
to the execution of the currently retrieved event. If this event was already marked
as EXC, it simply persists into this state. Otherwise, it will transit from FTCH to EXC
at the end of its execution.

As mentioned, the Fetch procedure returns the information about the validity
of the event, namely if it has to be executed or not. In the second case, corresponding
to an event to be retracted, it is atomically marked as ANTI by the in charge WT
and the loop current iteration is completed by unlocking the current LP. Otherwise,
it has to be actually executed. If it is a straggler, correct alignment to the LP
timeline has already been performed by the aforementioned rollback operation, so
it can be normally processed.

Before the execution of the event, a MakeUndoable operation is called, which
implements whatever policy for making the current state transition undoable (i.e.,



7.1 System architecture 97

LPCBi

bound
….
local_queue

Event

timestamp
local_next
…

Event

timestamp

…

Event

timestamp

…

Event

timestamp
local_next
…

Event

timestamp
local_next
…

Checkpoint

next
event

Checkpoint

next
event

Checkpoint

next
event

Scheduling
Queue

Invalid
checkpoint

Committed event 
(unlinked from the 
Scheduling Queue)

Invalid
event

Source event 
of the 

checkpoint

Event in the 
Scheduling 

Queue
Next of the event 
in the LP’s local 

queue
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rollbackable). In our implementation we opted for a traditional periodic checkpoint-
ing approach. Based on the selected policy, if the log is taken, the log-node is linked
to the corresponding event (the one pointed to by bound), for correct alignment
of the data structures. We note that the safety information associated with the
event retrieved via Fetch can be exploited for optimizing the management of the
undo support. In our case, it could lead to take a checkpoint and to rejuvenate
the checkpoint period if the event will never be undone—this will enable reducing
coasting forward overhead by inserting a log exactly on the currently committed
event of the LP. On the other hand, if reverse computing approaches were employed
(see [42, 43]), the safety information would simply tell that there will be no need
to generate data/metadata for reversing the event execution. The relation among
the different data structures we used to manage each individual LP is schematized
in Figure 7.4. By the scheme we see how the event queue of the LP—namely
local_queue—is incorporated into the SQ—which is global to all the LPs. Thus,
the LP local queue represents a sort of view on such global queue achieved via a
parallel linked-list. The processed event is linked to the per-LP view of the SQ
via LinkToLPQueue, so as to make it immediately available for any purpose,
including coasting forward if requested.

The real event-processing phase starts by updating the event epoch with the LP’s
current one, in order to represent its current incarnation within the LP’s current
timeline. Then, the event is executed by invoking the application-level event-handler
provided by the simulation model. New events possibly produced along the event-
handler execution are stored in a local buffer, in order to Flush them to the SQ at
the end of the current event execution. At this point, to complete event processing,
the state of the event is atomically set to EXC and the LP bound is updated in order
to point to the current event.
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The order of those operations is fundamental to guarantee correctness. In fact,
newly produced events are flushed into the SQ before their parent’s processing is
finalized, otherwise we would violate the definition of GVT we rely on. So, it is
important to postpone the update of the current bound and of the state of the
event after the flush operation.

Clearly, once updated the event state, the WT releases the lock on the target LP,
thus enabling concurrent WTs to eventually take care of whatever event destined
to the same LP, as in the spirit of the share-everything paradigm. Finally, if the
Fetch procedure indicates that the event is a safe one, the final logical transition
to the COM state is directly executed by the in-charge WT, which unlinks the event
from the SQ.

At the end of the main loop, despite what happened before, some housekeeping
tasks are performed, which take place via the GVTOperations procedure. Specif-
ically, this procedure is used to reclaim memory associated with no longer useful
event-buffers, as well as checkpoints. As we will clarify while explaining the Fetch
procedure, event-buffers are initially unlinked from the SQ when they will no longer
need to be handled, which means they are committed or have been annihilated,
transiting respectively in COM and ANN states. On the other hand, the event-buffers
in the COM state still remain into the per-LP local_queue, while the event-buffers in
the ANN state are inserted (upon their unlink from the SQ) into per-WT retirement
queues. All these event-buffers can be actually reused (reclaimed by the memory
system) only after the GVT value oversteps the maximum timestamp of any child
possibly generated by their execution. This is because validity of an event-buffer
in our system is based on referring the state of a parent event-buffer according to
Equation 7.2. To easily keep track of such condition at runtime, each event-buffer is
filled with a timestamp field which exactly keeps such a maximum child-timestamp.
While executing the GVTOperations procedure, the WT deallocates all the event-
buffers from its list of ANN nodes which satisfy such condition. The same occurs for
the nodes in the local_queue of the LP that the WT is currently in charge of.

7.1.2.2 Fetch procedure

The Fetch procedure, whose pseudocode is shown in Algorithm 7.2, has two ob-
jectives: (i) returning an event to be processed by the WT main loop; (ii) unlinking
no-longer needed events from the SQ and hence from the per-LP views of this
queue. This procedure uses two local variables gvt and jmpLP . The former keeps
the timestamp of the minimum event still linked to the SQ, the latter keeps the set
of LPs targeted by “skipped” events—the events that have been traversed by the
WT without actually locking the target LP.

First, the Fetch procedure retrieves the current minimum from the SQ by
invoking GetMin and storing its timestamp into gvt. Also, it initializes jmpLP as
an empty set. Then, for each traversed event evt a safety check is performed—so
we check if evt.ts ∈ [gvt, gvt + LA) and LP 6∈ jmpLP , where LP is the receiver
of evt (this is the implementation of the check on the safety condition expresses in
Equation 7.1, a scheme of which is depicted in Figure 7.5). Moreover, we check if
evt is in the past of the LP timeline by comparing the timestamps associated with
evt and the LP bound.
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Algorithm 7.2 Fetch procedure
F1: procedure Fetch()
F2: evt ← GetMin()
F3: gvt ← evt.ts
F4: jmpLPs ← {}
F5: while evt 6= null do
F6: LP ← evt.receiver
F7: evtState ← evt.state
F8: safe ← is_safe(evt,gvt,jmpLP )
F9: in_past ← evt.ts ≤ LP.bound.ts

F10: valid ← is_valid(evt)
F11: if TryCleanAndSkip(evt,jmpLPs,LP ,safe,in_past, valid) then
F12: if TryLock(LP .lock) then
F13: curr ← GetLocalNextAndValid(evt)
F14: if curr 6= evt then
F15: valid ← true
F16: safe ← is_safe(curr,gvt,jmpLP )
F17: end if
F18: in_past ← evt.ts ≤ LP.bound.ts
F19: if ¬valid then
F20: if in_past then
F21: return 〈evt, safe, gvt〉
F22: end if
F23: SET(evt.state← ANTI)
F24: end if
F25: evtState ← CAS(evt.state, CLN, FTCH)
F26: switch(evtState)
F27: case CLN:
F28: return 〈evt, safe, valid, gvt〉
F29: case EXC:
F30: if ¬in_past
F31: return 〈evt, safe, valid, gvt〉
F32: else if ¬safe
F33: jmpLPs← jmpLPs ∪ {LP}
F34: break
F35: ReleaseLock(LP .lock)
F36: else
F37: jmpLP ← jmpLP ∪ {LP}
F38: end if
F39: end if
F40: evt ← GetNext(evt)
F41: end while
F42: end procedure
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Algorithm 7.3 TryCleanAndSkip procedure
T1: procedure TryCleanAndSkip(evt,jmpLPs,LP ,safe,in_past, valid)
T2: tryLock ← true
T3: if valid then
T4: if in_past ∧ evtState = EXC then
T5: if safe then
T6: Unlink(evt)
T7: else
T8: jmpLPs← jmpLPs ∪ {LP}
T9: end if

T10: tryLock ← false
T11: end if
T12: else
T13: if evtState = CLN then
T14: evtState ← CAS(evt.state, CLN, ANTI)
T15: end if
T16: if evtState = ANTI then
T17: Unlink(evt)
T18: tryLock ← false
T19: end if
T20: end if
T21: return tryLock
T22: end procedure

Algorithm 7.4 GetLocalNextAndValid procedure
V1: procedure GetLocalNextAndValid(curr)
V2: LP ← curr.receiver
V3: lNext ← GetLocalNext(LP .bound)
V4: while lNext 6= null ∧ ¬is_valid(lNext) do
V5: SET(evt.state← ANTI)
V6: Unlink(evt)
V7: lNext ← GetLocalNext(LP .bound)
V8: end while
V9: if lNext 6= null ∧ lNext.ts < evt.ts then

V10: return lNext
V11: end if
V12: return curr
V13: end procedure

Then, TryCleanAndSkip (Algorithm 7.3) is executed. This is a non-blocking
procedure aimed at unlinking from the SQ events that have expired their lifetime
(they are into an absorbing state) or telling whether the current event has to be
processed, by returning a boolean value set to true. The former case corresponds to
valid and executed events that can be considered committed since they are found
to be safe, or to not-valid events that can be safely deleted since they not appear
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in the current simulation trajectory (not jet executed or in the future respect the
LVT). Instead, the latter case is associated with any event, which is not in absorbing
states, and requires the target LP to execute it. In this category are classified all
the valid events still to be executed—both ones in the future or in the past but in
a CLN state—and the not-valid ones that are still to be annihilated—namely, the
not-valid event placed in the past respect the LVT and in an EXC state. Finally,
for all the execyted events that are waiting to be committed, the corresponding LP
identifier is placed inside the jmpLP set used to check the safety of farther events.
All these checks are carried out by the TryCleanAndSkip procedure relying on
the metadata we included in our event-buffers and in the LPCBs.

If TryCleanAndSkip returns true, then the WT try-locks the target LP. If
this fails, then the WT skips to the subsequent event into the SQ, by relying on the
GetNext API. This pattern is iterated up to the point where the WT successfully
locks a target LP, or the tail of the SQ is reached—GetNext returns null. While
traversing the SQ, the jmpLP variable is populated, keeping track of all the LPs
for which the WT observed something to be present into the SQ, until some target
LP is locked. This set is used to compute the safety of an event.

When some target LP is successfully locked, evt is checked again to determine
whether it is in the past of the LP. This is because in the wall-clock-time interval
between the first check on evt performed by TryCleanAndSkip and the current
processing phase, some other WT may have changed the bound of the target LP.

Then WT invokes GetLocalNextAndValid (Algorithm 7.4), that returns an
event lNext which is either the first valid event following the bound of LP into its
local view of the SQ—the local_queue—or the event just fetched from the SQ. We
need this procedure to check whether some event that is subsequent to the bound
into local_queue has a timestamp lower than the one just fetched from the SQ,
which represents a critical scenario to cope with. Such a scenario is illustrated via
an example shown in Figure 7.6. Suppose that WT A holds a lock on an LP X
because it is processing an event e. If another thread B tries to acquire the lock on
X for processing an event f such that e precedes f (e→ f), it will fail and continue
to analyze the next event g. This event is such that e → f → g and targets X, so
B will try to acquire again the lock on that LP. If in the meanwhile A has released
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Wall-
clock
time

Thread A Thread B

1: Check Event A on LP 1
2: Trylock on LP 1
3: Success Check Event A on LP 1
4: Process Event A Trylock on LP 1
5: . Fail
6: . Check Event B on LP 1
7: . Trylock on LP 1
8: . Fail
9: Release lock on LP 1 Check Event C on LP 1

10: Trylock on LP 1
11: Success
12: Process Event C

Figure 7.6. The scenario tackled by GetLocalNextAndValid.

the lock on X, B takes the lock and starts processing g. Supposing that e, f and
g are all valid events, B executes g moving forward the bound of LP X. If f has
a CLN state, executing g is not problematic since some WT eventually retrieves f
and executes it after triggering a rollback as if it were a straggler event. Conversely,
if f has an EXC state, no WT will ever execute such event again since it appears
to be in the past of the current trajectory. This situation is prevented to occur
exactly by the presence of GetLocalNextAndValid, that searches for an event
(f) with higher priority than the currently fetched one (g) from the SQ. This is
possible because, since the event f has been executed at least once, it is linked in
the local_queue of the corresponding events and it is placed in some point after
the actual bound, thus it can be found without traversing the SQ.

Then, if the GetLocalNextAndValid procedure returns a different element
with respect to the one originally identified, the relative validity information is
updated. Thus, the first performed check is about the event validity—note that
this check is carried out outside the locking region of the target LP. Since in the
TryCleanAndSkip procedure invalid and CLN events are correctly marked (as
ANTI) and unlinked, here we can assume that if we met an invalid event-buffer,
it is not a newly inserted one. In this case we have to perform a rollback if and
only if it is in the past of the current incarnation (epoch) of LP , otherwise we
atomically set its state to ANTI, in order to notify that the event no more needs to
be processed—we remember that, since we have booked the corresponding LP, its
bound is temporally fixed, thus event time position respect the LVT cannot change
during these controls.

Otherwise, if the event was observed to be valid, WT tries to atomically apply
the state transition CLN→FTCH with the CAS instruction. Of course, if it has been
concurrently marked as ANTI by another WT that has seen the event as invalid, the
CAS will fail.
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After reading the actual state value of the event as a result of the CAS in-
struction2, a switch case on it is carried out, implementing the events’ finite-state
machine discussed in Section 7.1.1.2. If the state is CLN, we know that the event
has never been fetched and executed, thus, it is directly returned to the main loop.
As discussed, it is up to the main loop to check if it is a straggler or not and trigger
a rollback if required. The second case is the one where we have an EXC state,
meaning that the event has been executed at least once. It follows that, it can be
re-executed if and only if it is beyond the LP bound, meaning that it is in the future
of the actual incarnation of the LP trajectory, namely the LP timeline. This is an
event that has been rolled back and is still valid in the current (refreshed after the
rollback) timeline. If the event is committable, namely if it is safe, we can unlink
it from the global queue, otherwise we can skip the event by adding the LP to the
jmpLP set, releasing the lock and retrieving another event.

Once the switch case has been executed, we can release the lock on the target
LP, since here the event state can only be set to ANTI or EXC. In any case, the event
unlink operation, that transits the event to the COM or ANN state, will be performed
by any WT in TryCleanAndSkip, thus completing the event life-cycle.

7.1.2.3 A further optimization

Let us consider a scenario where a worker thread WTa has scheduled LPx in order
to process one of its events, while a worker thread WTb is starting a fetching phase
in order to retrieve an event to be processed. What can happen is that, during its
traversal of the SQ WTb tries multiple times to book LPx—on different not-yet-
processed events—failing each time due to the short-term binding of LPx to WTa.
Now, let us consider that WTa finishes its current processing loop releasing the lock
on LPx, which is now available to be booked again. At this point, according to
the solution exposed in Algorithm 7.2, the next time that WTb, which may still be
performing the previous Fetch operation, finds an event destined to LPx, it will
try again to reserve the corresponding LP succeeding in its purpose. Differently by
the critical run exposed in Table 7.6, here the skipped events destined to LPx have
not been processed, thus, the causality inversion will be noted by the next worker
thread that, after WTb, will extract an event—hopefully the one with the smallest
timestamp—destined to LPx. However, given that multiple to-be-processed events
destined to LPx have been traversed, the execution of the currently-picked one will
lead of course to a rollback in the next scheduling of LPx. In order to overcome such
problem, we have introduced an additional mechanism in the Fetch procedure to
never attempt again, during the same fetch operation, to retrieve an event destined
to an LP found to be booked by another worker thread. An additional contribution
provided by such mechanism is related to data locality. In fact, skipping events
destined to LPs previously seen as booked increases the probability that events
destined to the same LP are eventually executed by the same WT.

As a final note, this optimization could be exploited also within the simulation
engine presented in Chapter 6, although we believe it can be more useful in an engine
with higher speculation capabilities, just like the one we present in this chapter.

2As in most common implementations, we assume that CAS returns the original value of the
targeted memory location independently of whether its update fails.
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7.2 Experimental assessment

In this section we present performance results for a comparison of our Ultimate
Share-Everything PDES system (USE) and the Share-Everything solution presented
in the previous chapter (SE). We remember that the latter does not entail Time-
Warp style processing of the events since, for each LP, at most one event is executed
speculatively, and is eventually committed or aborted before any other event for the
same LP can be CPU-dispatched. Its unique event pool—fully shared across WTs—
only keeps so called schedule-committed events, which all need to appear along the
LP timeline, thus not requiring the non-blocking management of any state machine
for determining their actual role (across multiple ones) along model execution (e.g.,
if they need to be retracted because of the rollback of the parent). In other words,
SE is blocking in virtual-time synchronization, while USE is fully non-blocking in
both wall-clock-time thread coordination, and virtual-time LP synchronization, also
thanks to its more sophisticated—and still non-blocking—logic for the management
of the fully-shared event-pool data structure. For completeness of the analysis, we
also include another competitor, which is the ROOT-Sim last generation traditional-
PDES environment [59] not based on the share-everything paradigm—it adopts
partitioning of the LPs across threads, with dynamic rebind for load-balancing
purposes. It anyhow entails optimizations in its internal organization suited for
shared-memory machines [107].

All the tests have been run on the same 32-core HP ProLiant machine exploited
for previously presented experimental studies. We recall that it is equipped with
four 2GHz AMD Opteron 6128 processors. Each processor has 8 physical cores that
share a 12MB L3 cache (6 MB per each 4-cores set), and each CPU-core has a
512KB private L2 cache. The machine is equipped with 64 GB of RAM—organized
in 8 NUMA nodes—and we used Linux (kernel 3.2) as operating system.

The number of WTs running within all the used PDES systems we are comparing
has been varied from 1 to 32 in order to perform a scalability study. All the reported
data points have been computed as the average over 10 runs, executed with different
seeds for the pseudo-random generation of event timestamps.

7.2.1 Results with PHOLD

As first test-bed application we used the classical PHOLD benchmark [14] configured
with 1024 LPs. Each LP schedules events for any other LP in the system, with an ex-
ponential timestamp increment. As already pointed out, for PHOLD, event process-
ing leads to spending some CPU-time via a busy loop emulating a given event gran-
ularity. In our experiments we set the loop to give rise to events with granularity of
the order of 60 or 120 microseconds, thus spanning between fine-to-mid values lead-
ing to a representative setting for testing parallel processing platforms—larger grain
events might mask platform level costs for parallelization/coordination/rollback-
support independently of the used PDES paradigm, share-everything vs traditional.

In one PHOLD configuration we included 10 hot-spot LPs, towards which 50% of
the events injected by the other LPs are routed. As already hinted, PDES workloads
with hot spots are difficult to manage since they might provide unbalance in case
of traditional PDES platforms relying in the binding between LPs and WTs—load
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balancing, as in ROOT-Sim, can anyhow mitigate this problem. We decided to
experiment with this kind of complex workload just to study how our new approach
could overcome such known limitations. In any case, for fairness, we also report
data with the PHOLD model configured with no hot-spots, thus naturally leading
to a more balanced advancement of virtual time (per wall-clock-time unit) across
the LPs, independently of the underlying execution platform among the ones we
compare. Finally, in this study we focus on a zero-lookahead scenario.

In Figures 7.7-7.8 we report data related to the configuration with no hot
spot. By the plots we see that SE suffers from performance degradation with re-
spect to USE. In fact, USE allows achieving a maximum speedup—over sequential
execution—which is about 34% (resp 18%) better than the one provided by SE for
event granularity set to 60 (resp. 120) microseconds. Such a maximum value is
achieved for 32 WTs, where USE allows for better exploitation of parallelism, via
speculative processing, with respect to SE.

As a note, approaches simpler that USE, which support a limited level of specu-
lation (e.g., one speculated event per LP as in SE) can be more efficient in particular
scenarios with a relatively reduced level of parallelism (up to 16 cores) and fine-grain
events (60 microseconds); this is why in Figures 7.7-7.8 we note a slightly overcome
of SE’s performance with respect to USE. In any case, both SE and USE perform
better than traditional speculative PDES, namely ROOT-Sim, since they avoid a
lot of operations that the traditional engine needs to carry out. As an example,
in our USE proposal, the cancellation of events that are no longer valid does not
require any anti-event—since it is embedded within the non-blocking event state-
machine management in the form of a simple event-buffer state transition. Also,
no output queues are generated and traversed for managing rollbacks, since all the
work is supported at the level of the SQ where the “positive” copy of the events is
posted—still thanks to event-buffers state machines.

When moving to the hot-spot case—whose speedup data are provided in Fig-
ures 7.9-7.10—the potential of USE becomes definitely more evident. SE shows
performance worse than USE, just because of the impossibility to provide scalable
virtual-time synchronization (with no speculation) when hot-spot LPs tend to slow
down the advancement of the commit horizon of the simulation. For this workload,
USE can provide performance up to 64% (resp. 105%) better than SE for event
granularity set to 60 (resp. 120) microseconds. This is a hard-workload scenario
which ROOT-Sim cannot cope with in effective manner, even though it implements
load balancing. In fact, with very few spots—10 in our case—long term planning in
the distribution of the workload does not capture sudden unbalance, which becomes
extremely adverse to performance especially when the number of WTs oversteps the
number of hot-spot LPs. On the contrary, USE allows to concentrate the overall
computing power towards all the events that are close to the current commit hori-
zon, regardless of their distribution with respect to the hot spots (or other LPs).
As a result, the system gains much more effective parallel execution, with much less
likelihood of rollback operations. This phenomenon is evidenced by the efficiency
data3 in Figures 7.13-7.14, where we show that even for this hard workload, USE

3We recall that the efficiency of a speculative PDES run is the ratio between the number of
committed events, and the total number of processed events, namely committed plus rolled back.
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Figure 7.7. PHOLD (no hot spot) speedup results, event granularity equal to 60 µs
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Figure 7.8. PHOLD (no hot spot) speedup results, event granularity equal to 120 µs
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Figure 7.9. PHOLD (hot spot) speedup results, number of spots equal to 10, probability
of hitting the spot equal to 0.5 and event granularity equal to 60 µs
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Figure 7.10. PHOLD (hot spot) speedup results, number of spots equal to 10, probability
of hitting the spot equal to 0.5 and event granularity equal to 120 µs



108 7. The ultimate share-everything PDES system

 0

 0.2

 0.4

 0.6

 0.8

 1

USE ROOT-Sim

E
ffi

ci
en

cy

Threads:

event granularity: 60 us

2 4 8 16 24 32

Figure 7.11. PHOLD (no hot spot) efficiency, event granularity equal to 60 µs
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Figure 7.13. PHOLD (hot spot) efficiency, number of spots equal to 10, probability of
hitting the spot equal to 0.5 and event granularity equal to 60 µs
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Figure 7.15. Speedup results for TCAR

achieves almost 100% of efficiency, as opposed to ROOT-Sim, which only achieves
the order of 40% or less. In Figures 7.11-7.12 ROOT-Sim performs better in the
configuration with no hot-spots where it reaches much higher values of efficiency
around 70%, though still significantly lower than USE.

7.2.2 TCAR speedup results

As the second test-bed application, we used a variant of the Terrain-Covering Ant
Robots (TCAR) previously introduced in Section 5.2.2.2 in which the activities
performed by each robot within a cell are extremely lightweight. We configured
TCAR with 1024 cells, with 15% of the cells initially set to be occupied by a robot.

In Figure 7.15 we show speedup results with the TCAR model. An important
aspect for this application is that it shows significantly finer grain events—of the
order of a few microseconds—compared to the used configurations of PHOLD. This
stresses the execution of the different tested engines along another dimension, with
respect to what done with PHOLD. In such a scenario, the overhead for paralleliza-
tion that is paid by a traditional engine like ROOT-Sim, including its lower efficiency
compared to USE, leads to very limited speedup. The same is true for SE, given
its impossibility to carry out Time-Warp style speculative processing and the con-
sequent active waiting, namely spinning behind a lock, for causality re-alignment,
that increases contention on the underlying memory subsystem. Instead, USE al-
lows achieving speedup that increases up to 16 threads. It then flattens, indicating
somehow that more threads do not longer pay-off for performance reduction. We
note that USE reaches its maximum speedup beyond a number of threads much less
than ROOT-Sim indicating its superior ability to exploit actual model parallelism
even when scaling up the amount of resources to more limited extents.



Chapter 8

Related literature results and
discussion

While PDES has been thoroughly studied in distributed environments—like clus-
ters of machines possibly relying on high speed interconnection [108]—the trend of
devising and optimizing it in multi/many-core platforms purely based on shared
memory is a relatively recent one. In this chapter we focus on surveying the latter
proposals, discussing the relation and the differences with the solutions presented
in this thesis.

8.1 Optimized data exchange

An important benefit offered by a multi-core machine is the ability to exchange
information without the need to rely on explicit message passing primitives based
on memory copies of the exchanged data.

Relying on this capability, in [109] the authors drop-down the classical multi-
process PDES paradigm shifting to the multi-thread one to deeply exploit shared
memory benefits offered by a common virtual address space. In this work such
capability is exploited in order to put in place a zero-copy message passing mecha-
nism, relying on the sharing of messages’ pointers, integrated with GVT calculation
in order to determine when buffers could be reused.

Similarly, in [68] the authors suggest a series of optimizations to enhance a
multi-threaded PDES platform. In particular, these optimizations are tested on
the ROSS-MT platform [64], a multi-threaded instance of ROSS [58]. The major
contribution by this work is related to the placement of memory buffers used to
exchange messages. Similarly to [109], message copies are avoided by enqueueing
the pointer to the original message directly into the input queue of the receiver.
However, in [64] buffer management is enhanced by splitting the free memory pool
in order to track the allocation source. Thus, when a memory buffer is freed, this
is not stored by the receiver in its pool, rather it is returned to the one of the
sender, in order to reduce memory access latencies: in this way, in case the PDES
system is executed on NUMA machines, at least one of the two parties involved
in a message exchange is near to the memory buffer location. Moreover, a more

111
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complex mechanism is proposed, in order to guarantee optimal memory access for
couples of WTs, rather than only one, by introducing intermediate memory pools
in memory regions characterized by reduced memory access latencies for both the
parties. Along this line, a more advanced proposal is found in [110], where NUMA
optimization is achieved in a combined manner for event-buffers and for buffers
belonging to the state of the LPs.

A zero-copy approach is also used in our solutions considering that each event
is directly filled into the fully shared event pool and can be picked by any WT with
no need for additional copies. However, while the works in [109, 68, 111] directly
tackle the problem of safely re-allocating shared memory portions, we adopt ad-
hoc non-blocking mechanisms for memory reuse in combination with non-blocking
mechanisms for memory buffers access/update.

8.2 Shared data access

A recent bunch of literature on PDES on shared memory multi-core platforms has
focused on removing the limitations associated with state partitioning across LPs. In
[112] a solution is provided enabling WTs to access global variables of the simulation
model on multi-core machines. This is achieved by relying on code instrumentation,
leading to the runtime ability to identify shared variable accesses in order to manage
these in the proper way. In particular, each time the application code tries to read/
write a global variable, these operations are redirected to a list-based multi-version
implementation. When a write operation is performed, a new version of the variable
is generated, marked with the LVT of the LP that has been CPU-scheduled along
the writing WT. On the other hand, each time a WT performs a read, the version
associated with a timestamp strictly smaller than the LVT of the “reader LP” is
returned, and its identifier (linked to its current LVT) is appended to a list of
readers. In order to manage straggler writes, if a WT updates a variable in the
past, all LPs that have accessed such variables in the future (i.e., they accessed a
version with a larger timestamp) are rolled back, thus ensuring consistency. Finally,
the authors provide a non-blocking implementation to guarantee scalability in the
access to versioning lists.

In [113] the information-sharing problem is tackled by allowing each event han-
dler activated at an LP to access directly any memory area that has been dynam-
ically allocated by any other LP (cross-state access). This is achieved by encap-
sulating the access to multiple LP states by an event handler within an atomic
action that is, in its turn, based on an ad-hoc synchronization protocol triggered
on demand, if and only if a cross-state access materializes. Such a materialization
is detected by relying on an advanced Linux oriented virtual memory management
architecture able to track at runtime the access to the state of whichever LP.

In [114], the work in [113] is improved by introducing granular simulation ob-
jects. Specifically, given that in general contexts, a cross-state access by an event
handler could be the evidence that two or more LPs are executing in a synergistic
way, in terms of overall simulation model execution trajectory, the approach pre-
sented in [114] aims at reducing the number of times the cross-state synchronization
protocol needs to be activated. The basic idea exploited in this work is that the



8.3 Uniform simulation advancement 113

aforementioned LPs can be clustered in islands depending on their mutual cross-
state accesses, in order to sequentially execute groups of strictly correlated LPs as
a unique object, named granular LP (GLP).

These proposals are still bound to the traditional PDES architectural paradigm.
In fact, they have been integrated into environments that still rely on LP/GLP
(namely workload) partitioning across threads, rather than fine-grain sharing of
individual work units (single events) like in the solutions provided in this thesis.

The work in [63] divides the LP state attributes in three different categories:
per-LP private attributes, not accessible by other LPs; public attributes, still be-
longing to an LP but accessible by others; common attributes, not belonging to an
LP and accessible by anyone. In order to access public and common attributes, the
authors use a mechanism based on Software Transactional Memory, thus essentially
relying on instrumenting read/write operations to memory locations. This is quite
different from the proposals in this thesis since we do not rely on any form of hard-
ware/software instrumentation for driving memory operations by event handlers to
guarantee isolation. In fact, in the share-everything PDES systems we presented,
we adhere to the traditional paradigm based on data separated accesses to the LP
states. Also, the proposal in [63] allows WTs to share the workload of individual
events, but moves these events across the WTs by relying on spinlock protected
separate queues, an approach that has been shown to be effective only when there
are very low CPU-core counts. Differently, we have pursued a fully non-blocking
approach in the management of any data structure in our share-everything PDES
proposals.

8.3 Uniform simulation advancement

One of the most significant aspects that has conducted our work in the direction of
fully-shared PDES platforms is to provide a system able to advance the simulation
time along the different LPs fringe evenly, with very fine control of the delivery of
computing power to the simulation model. As for this aspect, the literature offers
variations of load-balancing approaches, a few of which have characteristics strictly
related to the shared-memory multi-core architecture.

The solutions in [107, 72] take advantage of the possibility for any thread to
promptly access the state of any LP and of its event pool when a re-bind between
LPs and threads is needed—for load sharing—depending on the LPs’ current weight
in the computation. Actually, this is the approach that we have used as competitor
of our share-everything PDES solution in the experimentation—it is in fact imple-
mented in the ROOT-Sim speculative PDES system that we used as a reference
literature platform for the comparative study.

Although in [107] the distributed paradigm, characterized by multiple simula-
tion kernel instances, is preserved, each one of these is deployed following the multi-
threaded approach with the goal to execute a sort of load-balancing operations
exploiting load-sharing mechanisms. Considering a multi-core machine character-
ized by Ctot CPU-cores on which Ktot simulation kernel instances are concurrently
executed, the goal of such approach is to determine periodically the amount of
CPU-cores Ci (corresponding to the same number of WTs) to assign to each kernel
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instance Ki for a given time frame in order to have a balanced virtual-time advance-
ment across LPs belonging to different kernel instances. So, the idea at the base
of this work is to move CPU-cores across kernels, rather than moving LPs between
kernel instances running on top of a fixed number of CPU-cores. Once a resizing
phase of the kernel computation is carried out, each simulation kernel has to re-bind
LPs to WTs depending on the amount of work requested by each LP, in order to
allow a balanced inter-kernel advancement. An additional interesting contribution
offered by such work is about the internal architectural organization of each kernel
instance. While the event pool is still decoupled in multiple input queues (one for
each LP), the authors are interested in reducing the synchronization pressure on
each one of these while exchanging messages across threads. In particular, [107]
introduces a mechanism similar to the one adopted by modern Operating System
drivers, where, each cross-LP interaction is materialized in a couple of top/bottom-
half operations. Thus, when a WT wants to deliver a message to an LP input
queue, it does not lock the corresponding queue, instead it executes a light top-half
function that registers the bottom-half one, passing the relative parameters, within
a per-LP bottom-half queue, which is asynchronously processed by the destination
WT in constant time by flushing these messages in the input queue of the target
LP.

In [72] a load-sharing mechanism is used to reduce the negative effects produced
by interferences caused by “simulation-external” workload. When the Operating
System schedules a thread not running within the PDES system, a context switch
is performed scheduling off the CPU a WT running within the PDES system—this
is definitely true when the number of used WTs in the PDES system is equal to the
number of available CPU-cores—which will be delayed. While in such situation the
ideal slow-down is proportional to the number of cores stolen by the external work-
load, in practice the impact is significantly worse. In fact, the result of such scenario
is that, while the rest of the simulation advances, the LPs bound to the descheduled
WT are stalled, increasing the probability of virtual-time disalignment and rollback
generation when they will be resumed. In this article authors face such problem by
reducing the number of active threads when an interference is detected. Thus, since
the adopted simulation platform is based on LP partitioning among WTs, when
one or more of these are inactive, each active WT periodically helps the inactive
one to carry on its simulation workload, in order the keep the advancement of the
simulation balanced also in the presence of interferences. In the share-everything
solutions provided in this thesis the ability to react to external workloads is endemic
since we adopt non-blocking coordination (hence no descheduled thread will ever
delay the others in their steps, especially in the “ultimate” configuration”) and we
keep the computing power of non-descheduled threads close to the commit horizon.

In [111] the problem of an unbalanced distribution of workload between WTs is
solved according to a different perspective, exploiting mechanisms offered by modern
processors to control at runtime the frequency and voltage of a chip. This approach
exploits Dynamic Voltage and Frequency Scaling (DVFS) [115], commonly used to
cap the power consumption of a system while maximizing the throughput. In this
proposal, a set of LPs is bound to a given WT and are executed speculatively. Then,
the thread that experiences an overoptimistic execution (with higher incidence of
rollbacks) slows down the operating frequency (or power state) of the CPU-core so



8.4 Approaches exploiting HTM 115

as to rebalance the advancement of the LPs along virtual time. The proposals in
this thesis are fully orthogonal to this approach, since we allow the CPU-cores to
still work at maximum power usage while concentrating such power on the events
close to the commit horizon, in order to advance all the LPs along virtual time in
a balanced manner.

More generally, all the above solutions are based on traditional partitioning
of the workload (the LPs) across the threads, and on periodic re-evaluation of
partitions. Rather, we consider any individual event as a work unit that can be
dispatched along any thread in the PDES system—ideally at any time instant—
leading to implicit balancing capabilities when WTs pick at any time the higher
priority events across the overall set of LPs.

8.4 Approaches exploiting HTM

As discussed in Chapter 3, an important aspect to keep in mind while devising a
concurrent application to be run on top of multi-core machines, is to guarantee data
consistency while still targeting performance. One of the most diffused alternatives
to mutual exclusion is represented by Transactional Memory (TM), a concurrency
control mechanism which enables concurrent accesses to critical sections by dynam-
ically managing variable updates in order to ensure serializability. In particular, a
recent solution offered by processor manufacturers is Hardware Transactional Mem-
ory (HTM), where accesses to shared resources are managed via a proper hardware
implementation exploiting cache line invalidation. A thread working in hardware-
transactional mode tries to execute the critical section atomically without limiting
the behavior of other threads: if a conflict is detected on a written/read cache line,
the transaction is aborted, discarding all memory operations (by simply squashing
the cache content). However, the HTM support is constrained both in time (each
time that a context switch or mode switch is performed the cache is invalidated
aborting the transaction) and space (if the data touched by the transaction exceed
the cache size or two unrelated accesses are mapped on the same cache line, the
transaction is aborted), thus limiting its employment in a restricted set of scenarios.

As for the PDES field, HTM has been used in a few solutions. In [116] it has
been exploited to make LP state updates automatically recoverable via hardware
support in speculative executions, a topic that stands as orthogonal to the one we
tackle in this thesis.

In [98], HTM facilities are exploited in WARPED, a nowadays multi-threaded
speculative PDES platform, with the goal to improve scalability of the accesses to
shared event queues, compared to lock-based approaches. WARPED [57] follows an
asymmetric organization, with a manager thread employed to perform housekeeping
tasks (e.g., message exchange) and a set of worker threads allowed to process events
destined to any LP. The scheduling mechanism is based on a two-level pending event
queue: each LP keeps an ordered to-be-processed pool (coupled with a processed
event queue used for rollback purposes) used to populate a global priority queue
storing, for each LP, the next event to be processed (see Figure 8.1). At each
simulation loop iteration, a WT tries to lock the global priority queue to fetch the
next event to be processed (namely the one with the smallest timestamp in the
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Figure 8.1. Two-level priority queue data structure

system). Once the WT succeeds in such extraction, it executes such event on the
associated LP—it is interesting to note that, even if any WT is able to process
any event, it is not required to reserve (book) the corresponding LP since there are
no additional events destined to it that can be retrieved from the global priority
queue. Once the event processing is completed, the WT attempts to lock the to-be-
processed event pool associated with the LP for which it has just executed the event
in order to extract the next event to be processed on this same LP: this event is then
enqueued in the global priority queue, still exclusively reserving such resource. With
this organization, only a WT at a time is enabled to work on each queue, leaving
everyone else that is trying to access the same resource in a pending state—these
queues are used also to store newly generated events. A first attempt to reduce
the contention has been to split the two-level structure in multiple instances, each
one related to a subset of LPs, and managed by a subset of WTs, thus creating
a (temporary) binding between groups of LPs and groups of WTs. Such solution
is more prone to an unbalanced advancement, thus load-balancing techniques are
required. Moreover, while in this way the number of WTs trying to fetch events
is reduced, the amount of enqueuers is still proportional to the number of WT
employed in the simulation. In this scenario, the HTM support has been studied
to enhance the LTSF queue implementation in order to allow concurrent accesses,
providing two alternatives solutions based on the different interfaces offered by the
HTM support.

Similarly to the solutions provided in this thesis, in this work any WT is allowed
to execute any LP delivering the computing power near to the commit horizon (in
the multi-list version this consideration is relaxed). On the other hand, in order
to reduce the pressure on the shared pool, we rely on non-blocking software-based
techniques. Moreover, it is important to note that HTM facilities are implemented
only on processors characterized by a small amount of cores, reducing in turn the
intrinsic scalability of such support. Overall, differently from the solution provided
in [98], the share-everything PDES architectures presented in this thesis can scale
still relying on a single fully shared event pool, thus avoiding at all the need to
include load-balancing mechanisms, hence automatically coping with their limita-
tions.
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8.5 Scalable access to shared event pools

The topic of providing event-pool data structures enabling concurrent accesses has
been addressed in [117], in which an approach based on fine-grain locking of a sub-
portion of the data structure upon performing an operation is proposed. However,
the intrinsic scalability limitations of locking still lead this proposal to be not suited
for large levels of parallelism, as also shown in [118]. Rather, in the solutions
provided in this thesis, we base concurrent accesses to shared data structures on non-
blocking algorithms, which have been shown to be much more prone to scalability.

As for non-blocking management of sets by concurrent threads, various proposals
exist, such as lock-free linked-lists [96], skip-lists [93, 119] and calendar queues [91].

In [119] the authors devise an interesting solution providing an improved version
of the original non-blocking skip-list presented in [93]. A skip-list [10] is a priority
queue, similar in spirit to a search tree, able to guarantee fast extractions without
performing periodic housekeeping tasks—a balanced node structure is guaranteed
by a probabilistic approach. It is organized in a linked hierarchy of subsequences,
with each successive subsequence skipping over fewer elements than the previous
one. Practically, it is composed of a multilevel ordered linked-list, where each level
contains a subset of the nodes in the list below, such that the lower layer contains
all the nodes belonging to the current state of the structure (Figure 8.2). Thus, a
search procedure to insert a new node starts by the top level list, finding the interval
of the node to be inserted, and then gradually descending levels, until the lowest
one where the final node position is found. While inserting a node, a maximal
height is randomly defined (following a geometrical distribution) in order to decide
the level, starting from the lowest one, at which the new node will participate. On
the other hand, to extract a node with the highest priority it is enough to traverse
the head to find the first element and then extract it by removing all its references
(at the different levels) from the structure. The solution proposed in [93] uses a
non-blocking linked-list for each level. Differently from its classical implementation,
in order to guarantee correctness with respect to the multilevel organization, each
node—the same node is used on multiple levels relying on an array of pointers to
the next one—is provided with an additional value used to notify its current state
(e.g., insertion or deletion). However, the marking bit in the next pointer is still
used to prevent an erroneous removal of newly inserted nodes, as seen in Section
3.1.1. Thus, in order to extract a node, it is first marked as to be removed (relying
on the status variable), and only later it is logically deleted by setting the next-field
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marking-bit, for each level in which it is linked, in ascending order. On the other
hand, while a node is inserted, it is continuously checked to be still valid, in order to
suddenly stop the insertion of a concurrently removed node. In [119] this solution
is enhanced to reduce the pressure on the highest priority node, by reducing the
contention on the dequeue operation. Indeed, while in the previous solution at least
two RMW instructions are required to remove a node (logically and physically), here
it is required just a CAS—batch of nodes are removed only when a minimal amount
of logically deleted nodes is reached. In order to enforce correctness while relying on
this conflict resilient organization, the non-blocking linked-list has been reshuffled
moving the marking bit of a deleted node in the next pointer of its predecessor.

The solution proposed in [119] appears to be similar in spirit to the one in-
troduced in this thesis, however, while the skip-list requires logarithmic time com-
plexity both for insertion and deletion, we are able to provide amortized constant
time complexity for both these operations. Indeed, to the best of our knowledge,
the non-blocking calendar queue is the only priority queue able to provide such
property.

Overall, as compared to the proposals in this thesis, the above mentioned solu-
tions have three main core limitations: 1) they (mostly) do no offer conflict resilient
extractions of the highest priority event; 3) they exhibit worse time-complexity.

Non-blocking operations on event pools have also been studied in [89]. The
simulation platform on which such improvement is devised is the one in [98], in-
troduced in the previous section. However, differently from [98], where multiple
pending event sets are proposed to reduce contention on the shared pool, in [89]
authors rely on a single pending event set (still organized with a two-level structure)
in order to avoid problems linked to an unbalanced advancement of the simulation.
This is essentially a scheduling queue keeping the minimum timestamp event for
any LP. While for enqueue operations the contention problem is automatically mit-
igated by the per-LP linked-list structure, the scheduling queue represents a unique
synchronization point for dequeue operations, thus requiring ad-hoc mechanisms to
reduce contention. A variant of the Ladder Queue (LQ), identified in [92] as the
reference data structure to provide performance improvement, is employed. The
classical LQ is organized in a multi-layer structure. Incoming events are inserted
into an unordered set, named top. On receiving a dequeue request, such events
are delivered in the first rung of the LQ. Each rung is an array of buckets, namely
unordered sets of events partitioned in time spans. When the number of events
contained in a bucket exceeds a defined threshold, a new rung, where such events
are distributed, is defined. When a dequeue request is performed, the content of
first non-empty bucket is inserted in a sorted list, named bottom, used to pro-
cess subsequent requests. However, in optimistic PDES is non strictly required to
process events in timestamp order, since rollback mechanisms are used in case a
causal violation occurs. Moreover, depending on the size of a bucket, there is a high
probability that events belonging to the same bucket are causally independent of
each other. Thus, in this work the guarantee to retrieve each time the event with
the smallest timestamp is relaxed in order to remove sorting costs while allowing a
high performance non-blocking implementation. To this end the solution proposed
in [120], suited for unordered list of elements, is extended. In such organization,
a state machine for each element is defined, composed of two intermediate states
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(inserting and removing) and two stable states to identify inserted (valid) and re-
moved (invalid) elements. Thus, before inserting or removing a node, a new node is
inserted to the head of the list by notifying the operation to be performed, in order
to complete it once its validity is verified.

This proposal is intrinsically tailored to PDES systems relying on speculative
processing, where unordered extractions leading to causal inconsistency within the
simulation model trajectory are reversed. In the proposals in this thesis we guar-
antee the ordering of the events in the shared pool, which allows us to enforce the
smart combination of conservative (i.e., safe) and speculative processing at the level
of each individual event—also thanks to the explicit exploitation of the lookahead
in the simulation model—thus enabling the optimization of the rollback support,
an aspect that is not considered in [89]. Also, in this work the non-blocking data
structure is essentially used as a CPU-dispatching support allowing threads to pick
the next event to be processed. Differently, in our solution the event pool is used
as a more complex central synchronization point in care of multiple tasks like, e.g.,
GVT computation.





Chapter 9

Conclusions

It is undeniable that the current hardware trends towards ever more parallel ma-
chines based on the multi-core paradigm is providing fully new opportunities. In
fact, high computing power is no longer achievable by only clustering machines
through some (high speed) interconnection network; rather, sufficiently large com-
puting power, and main-memory storing capabilities, can be offered by an individual
medium-to-high end multi-core machine. At the same time, software applications
need to be rethought in terms of their structure in order to actually exploit these
opportunities.

Focusing on the scientific computing context, or more generally on HPC applica-
tions, the multi-core era is opening the possibility to devise a new way of managing
the workload, based on concepts that shift to the opposite side with respect to
classical ones. In a cluster, a core issue to tackle is to determine how to partition
the workload across the computing units in order to optimize runtime parameters
based on the exploitation of locality, under the selected thread coordination scheme.
On a multi-core machine the new dimension of sharing the workload at very fine
granularity for further optimizing aspects related to runtime efficiency comes out.

Starting from this preamble, in this thesis we have proposed new solutions for the
architectural organization of classical speculative Parallel Discrete Event Simulation
(PDES) platforms, by moving towards a so called share-everything paradigm. This
is based on the simple idea that all the threads (so all the CPU-cores) running the
PDES application can fully share the accesses to whatever data representing the
state of the simulation system—thus including both kernel level and application level
data. Events—and their representation in memory via buffers indicating that they
are there and need to be taken care of—become therefore fully shared data units
leading to share across threads the fine grain tasks associated with them. This,
in combination with adequate algorithmic solutions, allowed us to devise PDES
systems able to concentrate the computing power towards the more relevant part
of the overall simulation workload at any time instant.

We note that in the solutions we have proposed, the term “sharing data” is
no way synonymous of “critical section”. In fact, our algorithmic solutions pursue
the objective of making coordination across threads in the access to shared data
fully non-blocking. Actually, this is a prerequisite of any modern software platform
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enabling scalability of thread operations on shared-memory multi-core machines—
clearly in scenarios where we do not impose data (workload) partitioning schemes
that would otherwise lead to limitations on punctual decisions on how to exploit
the computing power offered by each single CPU-core.

Our non-blocking algorithms for PDES on multi-core machines mix together
scalable synchronization aspects along two dimensions, namely wall-clock time and
virtual (simulation) time—the latter via speculative processing techniques of simu-
lation events—thus enabling unleashed exploitation of the hardware computational
power. At the same time, unleashed actual parallelism while executing simulation
models comes together with an improvement in the likelihood of correct speculation,
a result that appears somehow counterintuitive when keeping our minds still bound
to traditional coarser grain association of the workload to threads. Overall, we feel
that our proposals stand as the result of looking at the virtual-time and wall-clock-
time coordination problem in PDES systems from an alternative perspective, which
we think can be helpful for researchers independently of the real potential or value
demonstrated by our solutions in the experimental studies we presented.

At the same time, although one of the versions of share-everything PDES sys-
tems provided in this thesis has been named as ultimate, we firmly believe that the
presented outcomes still stand a starting point for further research achievements.
As for the latter assertion, we note that our solutions have been based on baseline
hardware synchronization facilities, like classical RMW instructions offered by off-
the-shelf processors’ ISA. However, the presented algorithms do not embed solutions
based on pervasive awareness of hardware heterogeneity. We intend therefore to fur-
ther step ahead along this research path towards the inclusion of additional solutions
coping with heterogeneity in both the timeliness of firmware operations in modern
hardware—such as NUMA systems—or even ISA diversity—such as when combin-
ing multi/many-core processing capabilities based on joint usage of CPU/GPGPU
technologies.
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