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ABSTRACT

Spiking Neural Networks are a class of Artificial Neural Networks

that closely mimic biological neural networks. They are particularly

interesting because of their potential to advance research in several

fields, both because of better insights on neural behaviour (ben-

efiting medicine, neuroscience, psychology) and the potential in

Artificial Intelligence. Their ability to run on a low energy budget

once implemented in hardware makes them even more appealing.

However, because of their behaviour that evolves with time, when

a hardware implementation is not available, their output cannot

simply be computed with a one-shot function (however complex),

but instead they need to be simulated.

Simulating Spiking Neural Networks is exceptionally costly,

mainly due to their sheer size. Many current simulation meth-

ods have trouble scaling up on more powerful systems because

of conservative synchronisation methods. Scalability is often of-

fered through approximation of the actual results. In this paper, we

present a modelling methodology and runtime-environment sup-

port adhering to the Time Warp synchronisation protocol, which

enables speculative distributed simulation of Spiking Neural Net-

work models with improved accuracy of the results. We discuss

the methodological and technical aspects that will allow effective

speculative simulation and present an experimental assessment

on large virtualised environments, which shows the viability of

simulating networks made of millions of neurons.

CCS CONCEPTS

• Computing methodologies → Discrete-event simulation;

Distributed simulation; •Hardware→Neural systems; • Soft-

ware and its engineering → Synchronization.

KEYWORDS

Spiking Neural Networks, Parallel Discrete Event Simulation, Spec-

ulative Simulation, Time Warp.
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1 INTRODUCTION

The interest in Spiking Neural Networks (SNNs) has increased in

the last decade [19]. Their momentum is strongly related to their

expressive capabilities, as they allow them to mimic biological neu-

ral networks closely. This characteristic makes SNNs a perfect tool

for research activities in disparate fields, such as medicine, neuro-

science, or psychology, and provides a non-negligible potential in

Artificial Intelligence. At the same time, their significantly-reduced

energy requirements open the way for specialised hardware appli-

cations in the form of neuromorphic chips [21, 38, 40]. These chips
are regarded as one of the essential future steps in computing, as

they introduce a level of parallelism, with reduced energy demand,

that does not exist in today’s hardware, including GPUs, FPGAs,

and most AI accelerators.

Neuromorphic systems, in general, have an increased value due

to their capability to perform processing asynchronously. Indeed,

they rely on event-driven processing models to tackle complex

computing problems, in a way similar to the human brain, which

uses only a subset of its neurons and synapses to carry out tasks at

maximum efficiency.

SNNs encode data in a temporal domain known as the spike
train [6]. Due to this behaviour that evolves with time, their output

cannot be simply computed with a one-shot function, however

complex, but instead they need to be simulated. The event-driven

processing model of SNNs makes them a perfect match with Dis-

crete Event Simulation (DES) techniques. Nevertheless, simulating

SNNs is exceptionally computationally intensive due to their sheer

size and scale. This is reflected in non-negligible running times,

making it difficult to obtain relevant simulation results reasonably

in time. As an example [33], simulating 250ms of activity for a

network of 11,250 neurons/127 million synapses on the well-known

NEST simulator [18] can take more than 30 seconds on a single

CPU core. At the same time, the research community is striving to

simulate networks of size comparable to the mammalian brain’s,

containing on the order of 10
7
to 10

11
neurons, with thousands of

https://doi.org/10.1145/3518997.3531027
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synapses per neuron on average [2, 24, 25, 28], which are considered

very large networks.

The computational demand of large-scale SNN simulation is ad-

dressed by the vast majority of existing simulators by employing

parallel/distributed execution. This is done by exploiting multicore

CPUs (also in distributed environments) or by relying on accelera-

tors such as GPUs [4, 7, 13, 15, 26, 32, 33, 52] or FPGAs [12, 47, 51].

Nevertheless, we observe that the trouble at scaling up faced by

most state-of-the-art SNN simulation methods may be due to their

use of conservative synchronisation. Indeed, in parallel/distributed

simulation terminology, the typical execution scheme adopted by

SNN simulators is to rely on Parallel Discrete Event Simulation

(PDES) with a synchronous conservative synchronisation scheme

using the YAWNS algorithm [34].

However, SNN models have, in general, a low rate of neuron

activity at any given time, which is strictly connected to their brain-

inspired nature, which uses only a subset of the neurons for a given

task. This space/time partitioning of the activities makes it perfectly

suitable for exploiting speculative simulation adhering to the Time

Warp synchronisation protocol [27]. This choice could produce non-

negligible simulation speedups, especially on large-scale computing

infrastructures, as it has been shown that speculative PDES can be

deployed on millions of (distributed) CPU cores [3].

At the same time, spikes carry a piece of information which is

either binary (i.e., a neuron has spiked) or with a tiny payload (e.g.,

the intensity of the spike) depending on the nature of the model and

its implementation—in general, the behaviour of spikes is somewhat

homogeneous in a simulation. Similarly, the state of each neuron

is reduced in size, and the time complexity of the execution of a

single event can be significantly fine-grained. These aspects could

make the employment of Time Warp-based PDES suboptimal, as

the housekeeping cost might not be paid off by forward-processing

activities [17].

In this paper, we present modelling methodologies and PDES

runtime-environment support for SNN models based on the ROOT-

Sim Simulation Framework [37], which employs the Time Warp

synchronisation protocol to enhance the scalability of simulations.

Our approach has a twofold goal. On the one hand, we tackle the

complexity of deploying an SNNmodel on top of a speculative PDES

runtime environment. Themodeller should not need to worry about

where the synapses are kept or how they are organised, nor should

they care about the fact that spikes are, in fact, events that need to

be sent (logically) one by one or, even worse, they should not need

to schedule an event to check whether a spike should happen or not.

Ideally, the modeller should be tasked with as few programming

related actions as possible, made as simple as possible.

On the other hand, we focus on simulation accuracy. Indeed,

many approaches relying on (time-stepped) synchronisation algo-

rithms consider a fixed lookahead (typically set on the order of

tenths of milliseconds). In this way, the simulation results approxi-
mate the actual results. This is a well-known limitation [23] related

to classes of neuron models with linear subthreshold dynamics,

wherein some circumstances even some spikes can be missed. Our

modelling methodology leverages the nature of discrete events

compared with an innovative numerical method and ad-hoc events

management strategies, allowing us to obtain precise simulation re-

sults. Also, we apply this approach to exponential synapses, which

are much more complex than jump synapses typically dealt with in

the literature.

We released our implementation as open-source software
1
. The

remainder of this paper is organised as follows. Section 2 discusses

our research background, while Section 3 presents related work.

Our simulation methodology and related runtime support are dis-

cussed in Section 4. The results of our experimental assessment are

provided in Section 5.

2 BACKGROUND AND MOTIVATIONS

In this section, we discuss the background and motivations of our

proposal. We first provide a recap of Time Warp synchronisation in

Section 2.1, while in Section 2.2 we highlight the essential charac-

teristics of SNNs, emphasising the hindrances when transitioning

these models to Time Warp-based PDES runtime environments.

2.1 Time Warp Synchronisation

In PDES, the simulation model is partitioned into multiple Logical

Processes (LPs), each associated with its own view of simulation

time, known as Local Virtual Time (LVT). The LVT tracks the com-

putation advancement locally along the logical-time axis. The exe-

cution of an event can mark an LP state update and makes the LVT

jump to the timestamp of the processed event. It is the responsibil-

ity of the underlying runtime environment to track changes of the

LVT of some LP when dispatching the event to be processed [16].

While processing an event, new timestamped events destined to

any concurrent LP can be generated and injected into the system.

At the same time, state transitions caused by event processing at

the different LPs can occur concurrently.

Classical PDES relies on correctness rules that enforce non-

decreasing timestamp-ordered state transitions at the different

simulation objects [16]. Under this enforcement, each LP in the

system has a coherent view of the flow of logical time.

In the speculative (optimistic) approach to synchronisation, also

known as TimeWarp [27], events are typically stored by the runtime

environment into per-LP event lists, each of which is logically

partitioned into a future-event list and a past-event list. The future-
event list stores events not yet processed, while the past-event list

records already-processed events. Each LP is eligible for dispatching

along some thread running within the PDES platform unless its

future-event list is empty. Once dispatched, the LP can process the

minimum-timestamp event kept by its future-event list. Such an

event is then moved to the past-event list.

In Time Warp, an LP is scheduled for execution without any

safety verification of causal consistency of its next-to-be-processed

event. Hence, timestamp-order violations might arise since an LP

may receive an event (produced by another LP) with a timestamp

lower than its LVT. If a timestamp-order violation is detected, all

the events executed out of timestamp order are rolled back by the

runtime environment—they are moved back from the past-event

list to the future-event list. Also, the LVT of the LP is pushed back

to the timestamp of the last event executed in the correct order,

and the LP’s state is restored to its value prior to the timestamp

order violation, which is achieved by either relying on traditional

1
The source code and reproducibility package is available at https://doi.org/10.5281/

zenodo.6475218.
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checkpointing methods (see, e.g., [42, 43]) or through reverse com-

puting approaches (see, e.g., [9, 14]), where reverse versions of the

event processing routines are executed when rolling back processed

events.

Restoring the system to a correct state entails restoring indi-

vidual LP states independently, with no risk of a domino effect.

In particular, if dependencies occurred due to the scheduling of

some event between a rolling back 𝐿𝑃𝑎 and another one 𝐿𝑃𝑏 , these

dependencies are undone via so-called anti-events2. More in detail,

an anti-event is generated for each event injected by 𝐿𝑃𝑎 during

the portion of the computation to be rolled back, and is used to

retract the initially injected event. The recipient 𝐿𝑃𝑏 also rolls back

after receiving an anti-event associated with an already-executed

event. Instead, if the event has not yet been executed, the anti-event

has the only effect to “annihilate” the initially injected event. This

operation typically occurs within the runtime environment. After

rolling back, any LP resumes the execution of the events from its

future-event list.

2.2 Spiking Neural Networks

Spiking Neural Networks (SNNs) are a class of Artificial Neural

Networks (ANNs) that closely mimic natural neural networks. This
capability is achieved by using spiking neurons, which communi-

cate by sending signals (spikes) through synapses. Spiking neurons

are stateful, and the synapses connecting them can be too.

Unlike what happens in other classes of ANNs, spiking neu-

rons fire only when their membrane potential reaches a particular
threshold value. When a spiking neuron fires, it generates a spike

propagated to the neurons it is connected to, which react by increas-

ing or decreasing their membrane potential accordingly, over time.

However, before reaching other neurons, the spike passes through

synapses, which are weighted and introduce a transmission delay.
Indeed, a fundamental aspect that differentiates SNNs from other

ANNs is the role time plays. This leads to a higher fidelity execution

of the neural network at the price of higher computational costs.

Spiking-neuron models are derived from experimental observa-

tion of natural neurons’ behaviour. Since the neurons react to and

communicate through electrical stimuli, they can be modelled as

circuits. The structure and parameters of the circuits are derived

by feeding the neuron with different input currents and seeing the

response to the various stimuli. We know that neurons’ plasma

membrane isolating properties give rise to a capacitance (mem-

brane capacitance𝐶𝑚) and that the potential between the two sides

of the membrane (that we refer to as membrane potential 𝑉𝑚) is

what kick-starts the action potential propagation once it reaches

a target threshold value 𝑉𝑡ℎ . Furthermore, we know that in the

absence of stimuli, the membrane potential resets to a resting value

𝑉𝑟 ; this also holds after the action potential is generated (which we

also refer to as firing or spiking) and the sodium-potassium pump

is done reverting the neuron to its resting state, that is, after the

refractory period 𝜏𝑟𝑒 𝑓 is elapsed.

Additionally, for the membrane potential to rise, there has to

be some kind of input current 𝐼 , which is the sum of the stimuli

coming from presynaptic neurons, and that an external current 𝐼𝑒𝑥𝑡
can be supplied (e.g. for experimental observation). This series of

2
An anti-event is a “negative copy” of the corresponding event, or of its digest.

observations gives some clues about what to look for when creating

a biological neuron model. Furthermore, the capacitance alone

makes it evident that a spiking neuron is stateful (the minimum

state being just the membrane potential at a given time), and such

a state evolves with time. This hints at a fundamental aspect of

SNNs: to be run on computers, networks of spiking neurons have

to be simulated through time. This means that running an SNN on

a computer can be a costly endeavour.

If running an SNN is so much more computationally expensive

than other ANNs, why should we focus on them? The first reason

is obvious and possibly already satisfactory on its own: we want

to eventually be able to efficiently and precisely simulate a human

brain (or parts of it) to be able to study in detail its behaviour in

various experiments or to understand how modifications in the

structure or physical aspects of its components would impact it.

Neurological research would gain a powerful tool to test and val-

idate hypotheses; medicine would be helped in diagnosing and

treating brain diseases.

The second reason is that, since spiking neurons are modelled

as electronic circuits, they can easily be implemented in hard-

ware. A series of neuromorphic chips have already been commer-

cialised [1, 10, 11]. While the design of these chips can directly

benefit from simulation studies, their hardware implementation

becomes incredibly cost-effective, also energy- and performance-

wise. Additionally, a series of advantages arise with respect to all

other ANNs. First and foremost, neuromorphic chips suffer from

no approximation: since the electronic components are physically

present, there is no approximation stemming from the precision

limit inherent in computer simulations. Second, the computation is

inherently and naturally parallel, making the execution of parallel

algorithms more effective (e.g., compared to the synchronisation

cost paid on more traditional Von-Neumann computing architec-

tures).

Finally, current runtime environments for SNNs simulations are

mostly time-stepped, carrying out the simulation by computing

the state of all neurons/synapses at every small increment of time.

Updating all states at each timestamp means updating objects that

are doing nothing, too, introducing costs that could be avoided.

Moreover, the time step (which is typically fixed in a simulation run)

determines the actual accuracy of the simulation results. Conversely,

by resorting to speculative PDES, the accuracy of the simulation

is increased thanks to the timestamp advancement, which better

captures the evolution of simulation time. Moreover, it is possible

to use the available computing resources better, ignoring inactive

neurons at any given simulation phase.

3 RELATEDWORK

Several works have proposed techniques to speed up or scale out

SNN simulations. Notably, in [39], the authors have shown that

relying on speculative PDES simulation using the Time Warp syn-

chronisation protocol can lead to non-minimal performance im-

provement, especially in scenarios where only a subset of neurons,

in a specific time window, are actively sending spikes to each other.

While this work mainly focuses on the TrueNorth Leaky Integrate

and Fire (TNLIF) [11] architecture, the seminal results in this pa-

per can be deemed general. We complement the results in this
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work by showing techniques that allow providing performance

improvements when a large number of neurons are active, and by

experimentally studying the performance when varying several

parameters of the SNN models.

In [33] the authors show the viability of running SNN simulations

on top of heterogeneous hardware, possibly composed of CPUs,

GPUs and FPGAs. The main contribution in this work is identifying

portions of code in an SNNmodel that is repeatedly used in multiple

simulations and/or runtime environments. This code is manually

ported to the different hardware architectures. Conversely, the

code specifically bound to the model is automatically transformed

towards the target architecture. While we do not explicitly target

heterogeneous hardware in our proposal, we leverage the idea that

there is a clear separation between the runtime support and the

actual SNNmodel. This allows us to introduce several optimisations

at the runtime environment level to benefit multiple simulation

scenarios.

Several works (see, e.g., [23, 30, 35]) have tackled the accuracy

of SNN simulations by either numerical approaches or parameter

estimation. In our contribution, we follow the path of bridging the

gap between continuous simulation and discrete-event simulation

by showing that, by manipulating differential equations to compute

the next-spiking time, it is possible to exploit several optimisations

at the runtime environment level to deliver non-negligible scalabil-

ity improvements. This is a research path already explored in [49],

although we show that this technique can also lead to interesting

scalability results in worst-case scenarios and using more com-

plex instantaneous raise/exponential decay synapses, with proper

management of the discrete events by the runtime environment.

Some of the techniques introduced in our PDES environment

have already been proven valuable in other scenarios. In particular,

we extensively rely on the capability of the runtime environment

to retract already-injected events without invoking any code from

the SNN model. In [20], the authors have shown that this approach

can deliver significant performance improvements also when simu-

lating large biochemical networks. We also rely on the capability

of the PDES runtime environment to deliver the same event to mul-

tiple destination LPs in a publish/subscribe fashion. This approach
is clearly related to one-to-many communication primitives offered

by the MPI specification [22], although we have to consistently take

into account the possibility that some or all the events injected in

the simulation according to this scheme might be subject to roll-

backs. Carefully managing these rollbacks has a direct effect on the

overall performance.

The relevance of large-scale SNNs simulation is also reflected in

the availability of multiple tools to design experiments and obtain

simulation data. Several SNN simulators have been proposed in the

literature, frequently focusing on scalability to large networks.

Among them, Brian [48], Neuron [8], and NEST [18] are the

most promising ones concerning either simulation performance or

usability—they all offer some form of Python bindings. At the same

time, a common feature for these simulation runtimes environments

is that they use time-stepped simulation algorithms with limited

lookahead.

Brian [48], implemented in python, has ease of use as its primary

focus while sporting a series of interesting facilities that allow for

high flexibility and performance. The configuration of a model

run on Brian is based on a string representation of the differential

equations describing the neuron/synapses state and their evolution.

These strings are parsed using SymPy [31], a library for symbolic

mathematics. The code to run the simulation is compiled on the

fly when initialising the simulation. Nevertheless, the execution is

purely sequential at the present date.

Neuron [8], written for the most part in C and C++, has its main

focus on biologically-accurate simulation. In this sense, it provides

facilities to observe also internal aspects of neurons and synapses,

such as the model’s electrical, chemical, and topological evolution.

The simulator can describe ion concentrations and the functioning

of ion gates, the dynamics of ion diffusion, and more. It ships with a

3D library to model various parts of the cell soma, dendrites, axons,

along with their 3D position and orientation, both in the neuron

and in space.

On the deployment side, Neuron supports running simulations

on clusters through MPI. However, when running on multicores,

Neuron does not exploit the worker thread paradigm, but the vari-

ous kernel instances are run as separate processes, and MPI is used

to connect them, leading to a worse performance with respect to

what would be achieved using worker threads and using MPI only

to reach physically remote nodes.

NEST [18] comes prepacked with “over 50 neuron models, many

of which have been published” and “over 10 synapse models” that

can also be used to implement new custom neuron and synapse

models. NEST can run parallel simulations through OpenMP. Dis-

tributed simulations are also supported, and MPI is used to take

care of message passing between multiple computational nodes.

Neurons are instantiated only on the node on which they belong,

while synapses are handled at the receiving node’s end for matters

of synapse plasticity.

Other established simulators, such as CARLsim [13], NCS [26],

NeMo [15], Nengo [4], HRLSim [32], and PCSIM [36] support multi-

threaded execution on CPUs, some of them with support for exe-

cution on multiple nodes. GeNN [52] can be executed on a single

GPU. Some simulators additionally support the execution in GPU

clusters [13, 15, 26, 32, 52]. CARLsim [13] and NCS [26] support a

CPU-GPU co-execution.

4 SIMULATING LARGE SNNS

An SNN simulation can be seen as a collection of simulations of

individual neurons that interact by the exchange of spikes. The

changes in neuron state may trigger the emission of a spike deliv-

ered to the connected neurons. Since the spikes must be considered

in the target neurons’ future state updates, a neuron’s state can

only be consistently updated once it has received all spikes with

smaller timestamps.

The computation of neuron state updates and the delivery of the

generated spikes are the two principal operations implemented by

SNN simulation platforms. Since most of them employ a timestep-

driven approach, commonly used neuron models have been picked

favoring those handily computable via some iterative numerical

procedure, such as the Euler method.
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Anyhow, the conservative synchronisation scheme typically em-

ployed by SNN simulators cannot efficiently deal with arbitrarily-

low synaptic delays, which would otherwise force a costly syn-

chronisation and spike delivery operation after each timestep. For

this reason, many models include a minimum fixed delay in spikes

transmission to reduce the necessary synchronisation steps and

improve spike delivery performance.

Many SNNmodels having been formulated with mainly the time-

stepped approach in mind. Moreover, to the best of our knowledge,

the only SNN synapse model used in (P)DES are jump synapses.

When a jump synapse transmits a spike, it is instantaneously applied

to the membrane in a Dirac-delta fashion, resulting in a jump in the

membrane potential. This behaviour is highly convenient for PDES

simulations as it requires no further computation and perfectly fits

the DES paradigm: if a spike results in the membrane potential

surpassing the threshold, the neuron spikes, otherwise it does not.

In this work, we transition to the optimistic PDES paradigm

instantaneous raise/exponential decay synapses, commonly called

just exponential synapses. This type of synapse does not directly act

on themembrane potential, but rather, it generates an instantaneous

increase in the incoming current the neuron receives. The current’s

effects are applied over time to the membrane potential: the latter

rises over time, charging similarly to an electronic capacitor. At the

same time, the current’s intensity decreases exponentially with time.

This means the neuron might spike in the future, the hypothetical

spike time (if any) has to be computed via numerical methods, and

the resulting event enqueued.

In the following, we explain the steps needed to represent this

spiking model in a PDES runtime successfully, and we then describe

the extensions to the traditional PDES facilities required to speed

up the spike delivery for SNNs.

4.1 Neuron Models for PDES SNN Simulations

Neuron models are commonly expressed as a set of differential

equations that describe the behaviour of its membrane potential and

synaptic currents. Given a known neuron state, generating discrete-

event spikes require computing the next spike timing. Therefore

we need to solve the state equations explicitly.

While the modeling approach that we present here is general, we

exemplify it by showing how we can manipulate a common kind

of neurons to be simulated on top of a speculative PDES runtime

environment adhering to the Time Warp synchronization protocol.

We focus here on the Leaky Integrate and Fire (LIF) neuronmodel,

which, conveniently, is also one of the most commonly used in large

SNN simulations. Equations (1) describe the subthreshold dynamics

of the neuron, that is the evolution of its state in the absence of

emitted spikes, where 𝑉 (𝑡) is the membrane potential, and 𝐼 (𝑡) is
the current flowing inside the neuron across the membrane.

d𝑉 (𝑡)
d𝑡

=
−𝑉 (𝑡) +𝑉𝑟

𝜏𝑚
+ 𝐼 (𝑡) + 𝐼𝑒𝑥𝑡

𝐶𝑚

d𝐼 (𝑡)
d𝑡

= − 𝐼 (𝑡)
𝜏𝑠𝑦𝑛

(1)

The positive quantities 𝜏𝑚 , 𝜏𝑠𝑦𝑛 , 𝐶𝑚 represent the membrane

time constant, the synaptic time constant and the membrane capac-

itance, respectively. The quantity 𝐼𝑒𝑥𝑡 is a constant external current

stimulus, while 𝑉𝑟 is the reset potential. For a more thorough dis-

cussion on the meaning of these parameters, the reader can refer

to [6].

The non-linear spike behaviour works as follows: if, at any time

𝑡 ,𝑉 (𝑡) overcomes a voltage threshold𝑉𝑡ℎ , the neuron emits a spike,

then𝑉 (𝑡) is forcefully reset at voltage𝑉𝑟 for a period of time 𝜏𝑟 , the

so-called refractory period. Spikes are delivered to post-synaptic

neurons with a delay in virtual time and an effect established by the

synapse model. Many large simulations employ a simple synapse

model, characterised by a fixed transmission delay 𝑡𝑡𝑟𝑎𝑛𝑠 and a

weight 𝑤 . By using this simple model, a spike causes the post-

synaptic neuron to instantaneously increase its 𝐼 (𝑡) by𝑤 .

Solving Equations (1) in 𝑉 (𝑡) and 𝐼 (𝑡) yields Equations (2).

𝑉 (𝑡) = 𝐼0𝐴1𝑒
− Δ𝑡

𝜏𝑠𝑦𝑛 + (𝑉0 −𝐴2 − 𝐼0𝐴1)𝑒−
Δ𝑡
𝜏𝑚 +𝐴2

𝐼 (𝑡) = 𝑒
− Δ𝑡

𝜏𝑠𝑦𝑛 𝐼0

(2)

In these equations,𝑉0 and 𝐼0 represent the state of the neuron at

time 𝑡0, while the two constants𝐴1 and𝐴2 have been introduced for

the sole purpose of readability: their expansions are found in Equa-

tions (3). Constants 𝐴0 and 𝐴2 can be computed once at simulation

startup.

𝐴1 =
1(

1

𝜏𝑚
− 1

𝜏𝑠𝑦𝑛

)
𝐶𝑚

𝐴2 = 𝑉𝑟 + 𝜏𝑚
𝐼𝑒𝑥𝑡

𝐶𝑚

(3)

To compute the next spike timing, it would be sufficient to solve

Equations (2) in 𝑡 with 𝑉 (𝑡) = 𝑉𝑡ℎ . Unfortunately, the general case

solution is not analytical, we must therefore resort to relatively

expensive numerical methods.Wewant to avoid their use; therefore,

we will now carry out further analysis.

It is possible to distinguish between self-spiking and nonself-

spiking neurons. If, for a given neuron, its set of parameters satisfies

the condition in Equation (4), the neuron is self-spiking. In other

words, it spikes periodically on its own, without needing to receive

spikes in input.

lim

𝑡→∞
𝑉 (𝑡) = 𝐴2 > 𝑉𝑡ℎ (4)

In this case, using the bisection method, we can compute once

at startup the constant 𝜏𝑠𝑒𝑙 𝑓 , the self spike timing in absence of

synaptic inputs, i.e. 𝐼 (𝑡0) = 0,𝑉 (𝑡0) = 𝑉𝑟 . To find a suitable win-

dow for the bisection method, we can simply consider the interval

[𝑡0, 𝑡𝑙𝑎𝑟𝑔𝑒 ], with 𝑡𝑙𝑎𝑟𝑔𝑒 chosen large enough so that𝑉 (𝑡𝑙𝑎𝑟𝑔𝑒 ) > 𝑉𝑡ℎ :

such a value must exist, since the condition in Equation (4) holds

and, with these conditions, 𝑉 (𝑡) is monotonic increasing.

For a nonself-spiking neuron, assuming the absence of incoming

spikes, we can derive a simple procedure to establish whether it will

emit a spike in the future. In Equations 5 we provide the definition

and the explicit value of the constant 𝐼𝑡ℎ . The monotonic decreasing

property of the 𝐼 (𝑡) state equation guarantees that 𝐼0 > 𝐼𝑡ℎ is a

necessary (but not sufficient) condition for a nonself-spiking neuron

to spike in the future.

𝐼𝑡ℎ := 𝐼 (𝑡) | 𝑉 (𝑡) = 𝑉𝑡ℎ ∧ d𝑉 (𝑡)
d𝑡

= 0

𝐼𝑡ℎ = 𝐶𝑚
𝑉𝑡ℎ −𝑉𝑟

𝜏𝑚
− 𝐼𝑒𝑥𝑡

(5)
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If a nonself-spiking neuron satisfies the necessary spike con-

dition, we can compute 𝑡𝑡ℎ , the time needed to decay from 𝐼0 to

𝐼𝑡ℎ , as shown in Equation 6. If 𝑉 (𝑡𝑡ℎ) < 𝑉𝑡ℎ then we can conclude

that the neuron does not spike, otherwise it will spike at time

𝑡𝑠𝑝𝑖𝑘𝑒 ∈ [𝑡0, 𝑡𝑡ℎ].

𝑡𝑡ℎ = − ln

(
𝐼𝑡ℎ

𝐼0

)
𝜏𝑠𝑦𝑛 (6)

This result holds because we have𝑉 (𝑡0) < 𝑉𝑡ℎ and𝑉 (𝑡𝑡ℎ) ≥ 𝑉𝑡ℎ
therefore, given the continuity of the 𝑉 (𝑡), at least one 𝑡𝑠𝑝𝑖𝑘𝑒 ∈
[𝑡0, 𝑡𝑡ℎ] must exist. We thus compute 𝑡𝑠𝑝𝑖𝑘𝑒 using the bisection

method—we noted that higher-order numerical methods such as

the Newton method are not always numerically stable during our

experimental phase. Otherwise, if 𝑉 (𝑡𝑡ℎ) < 𝑉𝑡ℎ , then 𝑉 (𝑡) < 𝑉𝑡ℎ
for all 𝑡 ∈ [𝑡0, 𝑡𝑡ℎ]: the neuron did not and will not spike in absence

of further stimuli since 𝐼 (𝑡) < 𝐼𝑡ℎ for all 𝑡 > 𝑡𝑡ℎ .

The proof that 𝑡𝑠𝑝𝑖𝑘𝑒 is unique in the [𝑡0, 𝑡𝑡ℎ] interval is more

involved, so we will only sketch the main idea. Using the definition

of 𝐼𝑡ℎ it is possible to show that
d𝑉 (𝑡 )
d𝑡

= 0 for exactly one 𝑡𝑑 ∈
[𝑡0, 𝑡𝑡ℎ], where𝑉 (𝑡) reaches its maximum. We have that

d𝑉 (𝑡0)
d𝑡

> 0

and
d𝑉 (𝑡𝑡ℎ)

d𝑡
≤ 0. Also, since

d𝑉 (𝑡 )
d𝑡

is continuous, we can conclude

that 𝑉 (𝑡) is monotonous increasing in [𝑡0, 𝑡𝑑 ] and monotonous

decreasing in [𝑡𝑑 , 𝑡𝑡ℎ]; 𝑡𝑠𝑝𝑖𝑘𝑒 is therefore unique and lies in the

interval [𝑡0, 𝑡𝑑 ].
For self-spiking neurons, we assume that most of the time, they

will spike approximately every 𝜏𝑠𝑒𝑙 𝑓 seconds: so we search the spike

window by increasing tentatively 𝑡𝑡ℎ by 𝜏𝑠𝑒𝑙 𝑓 . To compute a precise

𝑡𝑠𝑝𝑖𝑘𝑒 , we use the bisection method as well.

4.2 From Neurons to Logical Processes

To transition an SNN simulation to the optimistic PDES paradigm,

we must partition its state into independent Logical Processes (LPs).

In this work, we assume that synapses state is static, which is

not a very limiting factor since many large SNN models in the

literature embrace this limitation. With this in mind, the natural

way to map neurons to LPs would be a one-to-one mapping. Clearly,

it is possible to collect together more neurons inside a single LP,

but we expect that such a strategy may only be worthwhile if it

can be guaranteed that neurons grouped inside the same LP are

tightly connected; or else, for example, a straggler event directed at

a neuron would cause the rollback of other neurons grouped with it

that would not have otherwise rollbacked. Therefore in this work,

also for simplicity reasons, we employed the natural one-to-one

mapping. Nonetheless, we think that the potential trade-off offered

by a non-trivial neuron-to-LP mapping is an interesting one that

may be featured in future work.

In the following sections, we will assume that we target a dis-

tributed simulation environment running on multiple computing

nodes, each hosting several processing threads. We also assume, for

the sake of simplicity, that the binding of LPs to processing threads

is established at simulation startup and fixed for the simulation

duration.

4.3 Dynamic Spiking Events

We have shown earlier how to determine the next spike timing

𝑡𝑠𝑝𝑖𝑘𝑒 for a LIF neuron with the condition that, in the meanwhile,

such neuron does not receive any spike. In a discrete event simu-

lation, we would schedule a new event 𝐸 with time 𝑡𝑠𝑝𝑖𝑘𝑒 which

represents the spike potentially emitted in the future. If the neuron

receives a spike before 𝑡𝑠𝑝𝑖𝑘𝑒 , its previously computed spike timing

would not be consistent anymore with the newly induced state

change, and therefore we would need to somehow invalidate or

retract the event 𝐸.

A working solution to this problem consists in augmenting the

neuron state with an epoch number, which is increased every time

the neuron receives a spike. The potential spike emission events

are tagged with the current epoch number. When a potential spike

emission event has to be processed, the model checks if the neuron

epoch number is consistent with the event’s one. If it is not, it is

simply ignored and discarded. While, on paper, this approach seems

reasonable, its application to SNN simulations fails miserably. Each

neuron state change would schedule a new future spike event, and,

given the high out-degree of neurons (as mentioned earlier, in the

order of thousands), every time a neuron were to actually spike, all

of the receiving neurons would have to update their states: the event

queue would end up being hogged by invalidated spike events. Most

of the processing time would be spent discarding invalid events at

the model level.

Our proposed solution consists in providing the model developer

with dynamic spiking events, i.e. with the possibility of schedul-

ing retractable events i.e. events that can be arbitrarily removed

from the events queue or whose timestamp can be changed at will.

These operations are supported at the runtime environment level.

Future spike emission events can be effectively represented as re-

tractable events. In the context of SNN simulations, each neuron

needs a maximum of one retractable event destined to itself. This

consideration significantly simplifies the implementation of this

new mechanism. Each thread simply has a private queue that han-

dles the retractable events associated with the neurons bound to it.

The private queue is implemented as a k-heap data structure which

allows efficient priority changes and removal of events. In order

to extract a new event, each thread chooses the lowest timestamp

between the normal events queue and its private retractable events

queue.

In order to correctly handle rollbacks, when computing the

checkpoint of an LP, we must also include their currently active

retractable event. With this precaution, when an LP must roll back

to a previous state, it can correctly restore its retractable message.

4.4 Publish/Subscribe Events

The use of retractable messages effectively reduces the number

of events delivered at the simulation model during the simulation

run, but it does not impact the number of events used to convey

the actual spikes. Each time a neuron spikes, many events corre-

sponding to the out-degree of the neuron must be generated and

delivered one by one to the proper LP, possibly over the network if

the targeted LP is residing on another physical node. An early exper-

imental assessment showed that this was a significant performance

bottleneck.

For this reason, we came up with a new feature that allows an LP

to publish special events to which other LPs may subscribe. During
simulation initialisation, neurons can subscribe to the ones they are
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Figure 1: Publish/subscribe events in a distributed environ-

ment. In this example, the publisher LP generates only two

events, instead of nine.

connected to. During the actual simulation, neurons will emit spikes

in the form of published events. With this contract in place, the

simulation runtime can significantly reduce the number of events

actively transmitted around.

To simplify our system implementation’s description, we say

that a processing thread is subscribed to an LP if any bound LPs are

subscribed to it. Similarly, a computing node is subscribed to an LP

if any hosted processing thread is subscribed to it. Our implemen-

tation expects a single function that specifies the publish/subscribe

graph. Each processing thread involved in the simulation initialises

the internal data structures based on the relevant subset of informa-

tion in the graph. In particular, each LPmaintains a list of references

to the local processing threads and remote nodes subscribed to it.

Also, each node hosts a global table that maps identifiers of pub-

lisher LPs to a list of references to the local processing threads and

related LPs subscribed to it.

As exemplified in Figure 1, publish/subscribe events can reduce

the number of events exchanged by processing units dramatically.

When an LP publishes a new event, the simulation framework only

generates and delivers the events as specified in its subscription list,

sending one copy per local subscriber thread and one per remote

subscribed node, minimising the number of messages transferred,

both locally and over the network. When a processing thread ex-

tracts a publish/subscribe event, it simply needs to get the list of

subscribed LPs from the global table to forward them a copy of the

event.

The management of the rollback operation for publish/subscribe

events can be realised according to the traditional scheme supported

by Time Warp synchronisation, i.e. by relying on anti-events. In-

deed, publish/subscribe anti-events are no different from regular

events, especially after a single publish/subscribe event is materi-

alised into multiple copies for each subscribed LP. Our implementa-

tion keeps track of the local events generated by publish/subscribe

events so that their anti-events do not need copies delivered to

each subscribed LP. This helps reduce the overhead of anti-events

delivery and also simplifies fossil collection operations.

Table 1: Connectivity map for the synthetic benchmark.

to

L1e L1i L2e L2i L3e L3i

from In 0.292 0.192 0.049 0.237 0.169 0.115

L1e 0.224 0.293 0.106 0.254 0.438 0.099

L1i 0.135 0.025 0.409 0.25 0.309 0.271

L2e 0.165 0.177 0.122 0.032 0.491 0.3

L2i 0.448 0.319 0.08 0.207 0.225 0.201

L3e 0.395 0.123 0.265 0.215 0.476 0.174

L3i 0.223 0.276 0.358 0.028 0.065 0.188

5 EXPERIMENTAL RESULTS

We present an experimental assessment of the proposed approach.

The results have been obtained by relying on a set of virtual ma-

chines on AmazonWeb Services. In particular, we have used various

configurations of m5.4xlarge instances (equipped with 16 virtual

cores), m5.8xlarge instances (equipped with 32 virtual cores), and

m5.24xlarge instances (equipped with 96 virtual cores). Our pro-

posal has been implemented within the ROme OpTimistic Simulator

(ROOT-Sim) [37].We compare our results with both Brian and NEST,

both from a correctness point of view and from a performance/

scalability perspective. All results are averaged over 5 different

runs. The same sequence of random numbers has been used in the

experiment.

5.1 Benchmarks

To study our proposal’s correctness and performance/scalability, we

have considered two synthetic SNN models, one real-world model,

and a standard benchmark used in the literature.

The first synthetic benchmark is a network of 1,000 LIF neurons,

divided into one input layer and three “passive” layers, each of

which has two populations, one excitatory and one inhibitory. The

input layer has 100 excitatory LIF neurons, each of which receives a

constant current input, and each of the three layers has 200 excita-

tory and 100 inhibitory LIF neurons. It employs a connectivity map

(reported in Table 1) to connect the populations. This configuration

aims to model a small network to compare the data for correctness

against state-of-the-art simulators.

The second synthetic benchmark is a network composed of only

two neurons, an input one 𝑁1 and an output one 𝑁2. 𝑁1 receives a

constant external current of 1,800 mV, and its output is propagated

to 𝑁2 through an exponential synapse with a weight of 5,000. 𝑁2

receives no other input. The output of 𝑁2 is monitored, and its

spikes are collected. The simplicity of this network allows us to

evaluate simulation accuracy.

The real-world model that we consider is Potjans and Dies-

mann’s [41], depicted in Figure 2. It is an accurate model of the local

cortical microcircuit entailing four layers of the cortex, named 2/3,

4, 5, and 6, each with an excitatory and an inhibitory neuron popula-

tion. Layers are connected according to the “connection probability
of a connection” that “defines the probability that a neuron in the

presynaptic population forms at least one synapse with a neuron in

the post-synaptic population. A connectivity map is defined by the

64 connection probabilities between the 8 considered cell types”.

The synapses in the model are static. The number of neurons per

population is chosen according to [5], totalling 77,169 neurons. Fur-

thermore, every layer can receive a background input in the form
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Figure 2: Potjans and Diesmann’s Model definition. Exci-

tatory populations are represented by triangles, and in-

hibitory populations are circles. Image taken from [41].
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(a) ROOT-Sim.
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(b) Brian.

Figure 3: Spiking rates (Hz) for 1000 neurons model.

of a continuous current and input from an external thalamocorti-

cal neuron population. The thalamic neurons are implemented as

Poisson neurons [46] with a fixed spiking rate.

The standard benchmark that we have used is inspired by a study

on signal propagation in LIF models [50]. This benchmark [6] con-

siders current-based (CUBA) synaptic interactions in a network of

300,000 LIF neurons, separated into two populations of excitatory

and inhibitory neurons, forming 80% and 20% of the neurons, re-

spectively. All neurons are connected randomly using a connection

probability of 2%.

5.2 Correctness and Accuracy Results

To verify the correctness of our proposal, we have run the synthetic

model both on ROOT-Sim and Brian. This benchmark allows us to

validate the ensemble behaviour of the network and the behaviour

on differently timed spikes. In Figure 3 we report a boxplot of

spiking frequencies of every population. As we can see from the

figure, the spiking frequencies closely resemble one another. The

difference is likely related to the fact that we do not employ a

time-stepped simulation, i.e. our results do not suffer from any

approximation in the spiking time. This result shows how the LIF

model presented in this paper can be deemed correct, even when

employed in non-minimal networks with neurons handling spikes

coming in varied patterns from many other neurons.

Table 2: Neurons and populations parameter specification.

Populations and inputs

Name L2/3e L2/3i L4e L4i L5e L5i L6e L6i Th

Population size, N 20683 5834 21915 5479 4850 1065 14395 2948 902

External inputs, 𝑘𝑒𝑥𝑡 1600 1500 2100 1900 2000 1900 2900 2100 n/a

Neuron Model

Name Value Description

𝜏𝑚 10 ms Membrane time constant

𝜏𝑟𝑒 𝑓 2 ms Absolute refractory period

𝜏𝑠𝑦𝑛 0.5 ms Postsynaptic current time constant

𝐶𝑚 250 pF Membrane capacity

𝑉𝑟𝑒𝑠𝑒𝑡 −65 mV Reset potential

𝑉𝑡ℎ −50 mV Fixed firing threshold

𝜃 15 Hz Thalamic firing rate during input period

Table 3: Connectivity and Synaptic parameter specification.

Connectivity

from

L2/3e L2/3i L4e L4i L5e L5i L6e L6i Th

to L2/3e 0.101 0.169 0.044 0.082 0.032 0.0 0.008 0.0 0.0

L2/3i 0.135 0.137 0.032 0.052 0.075 0.0 0.004 0.0 0.0

L4e 0.008 0.006 0.050 0.135 0.007 0.0003 0.045 0.0 0.0983

L4i 0.069 0.003 0.079 0.160 0.003 0.0 0.106 0.0 0.0619

L5e 0.100 0.062 0.051 0.006 0.083 0.373 0.020 0.0 0.0

L5i 0.055 0.027 0.026 0.002 0.060 0.316 0.009 0.0 0.0

L6e 0.016 0.007 0.021 0.017 0.057 0.020 0.040 0.225 0.0512

L6i 0.036 0.001 0.003 0.001 0.028 0.008 0.066 0.144 0.0196

Name Value Description

𝑤 ± 𝛿𝑤 87.8 ± 8.8 pA Excitatory synaptic strengths

𝑔 −4 Relative inhibitory synaptic strength

𝑑𝑒 ± 𝛿𝑑𝑒 1.5 ± 0.75 ms Excitatory synaptic transmission delays

𝑑𝑖 ± 𝛿𝑑𝑖 0.8 ± 0.4 ms Inhibitory synaptic transmission delays

We have also considered the Potjans and Diesmann model to

confirm these results. This model is highly relevant, with its imple-

mentation being part of the examples in the NEST simulator, and

has been replicated in 2018 by Shimoura et al. [45] in an implementa-

tion for the Brian simulator. We have compared our implementation

of this model with the implementations in both NEST and Brian.

For the sake of comparison clarity, we report in Table 2 the neuron

parameters (population size for each population, external inputs

for e each population, and the neuron’s physical properties), while

Table 3 contains the connectivity map and the synaptic connection

parameters used in all three models.

The simulation results are shown in Figure 4, again in the form

of boxplots showing the observed spiking rates. Similarly to the

previous benchmark, we observe that the results are extremely

close. Again, the slight difference can be related to the increased

accuracy that our solution can offer with respect to a time-stepped

simulation.

In Figure 5 we report the accuracy results for the 2-neuron model.

In particular, for this simple model, we have generated the timing

of 𝑁2’s spike train via numerical methods with a tolerance of 10
−7

milliseconds . It has been used as a reference for themodel simulated

both on NEST and ROOT-Sim, where we have collected data for 1

second of simulated time. In the Figure, we report the absolute error

for each 𝑖-th spike in the train. While the accumulated error grows

linearly for both the simulation method used by NEST and ROOT-

Sim, it is clear that the error in the NEST model is significantly

higher, totalling 15 ms of error over 1 second of simulated neuronal
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(a) ROOT-Sim. (b) Brian (taken from [45]). (c) NEST (taken from [41]).

Figure 4: Spiking rates (Hz) for Potjans and Diesmann’s model.
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Figure 5: Accuracy results with a 2-neuron model.

activity (ROOT-Sim shows an error reduction of ∼ 90% compared

to NEST), with a simple network composed of only two neurons in

a very short time window. This error is also reflected in the number

of spikes—NEST cannot simulate the total number of spikes in the

considered simulation window.

5.3 Performance Results

To assess the performance and scalability of our proposal, we have

relied on the Potjans and Diesmann’s and CUBA models, and com-

pared against state-of-the-art NEST implementations. In Figure 6

we report the total execution time (in seconds) for both benchmarks

when varying the number of threads on a 96-vCPU m5.24xlarge

instance. We have also studied both simulators’ performance when

varying the total amount of interconnections in the network, i.e.

running from the full load (as in the original benchmark) down to

25% of the total number of connections among neurons.

In both scenarios, we see that NEST performance is mostly inde-

pendent of the number of threads used and the number of consid-

ered connections
3
. This is related to the approximated time-stepped

nature of the simulation algorithm. Indeed, most of the time is spent

by the NEST kernel advancing through the different steps and syn-

chronising the various threads (through OpenMP [44]).

3
For the sake of readability, we report only the curve related to the full connection

configuration for NEST, but the results with a reduced density of the graph do not

change at all.
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Figure 6: Single-node Scalability (m5.24xlarge).

Conversely, our implementation exhibits a performance improve-

ment that grows with the number of parallel threads used. At max-

imum parallelism, our simulations deliver a performance improve-

ment of 4x in both benchmarks. More interestingly, the scalability

trend shows that the minimum in the simulation time curve has

not been reached yet, suggesting that the amount of parallelism

that the Time Warp simulation can exploit is still non-minimal.

While the constant execution time of NEST consistently outper-

forms our implementation in the case of a smaller network (Potjans

and Diesmann’s model in Figure 6b), in the case of a larger network,

NEST’s performance starts to degrade at around 56 threads, when

our solution starts to outperform it. This is an indication that, if

larger networks were to be simulated, our solution could provide
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reduced simulation times—again, also offering results that are pre-

cise. This is a significant result, as the research community has

the ambitious goal of “simulating the brains of mammals with a

high level of biological accuracy and, ultimately, to study the steps

involved in the emergence of biological intelligence” [29].

We have also studied the performance and scalability of our

proposal, again against NEST, in a distributed environment, relying

on MPI for both simulators. We have performed a strong scalabil-

ity assessment, keeping fixed the size of the networks simulated

by both benchmarks and varying the number of nodes from 4 to

32. We have used a set of m5.4xlarge instances (Figure 7) and a

set of m5.8xlarge instances (Figure 8). These virtual machines are

equipped with 16 and 32 virtual cores, respectively—we have used

up to 512 distributed virtual cores, mimicking a tiny-scale super-

computer. By the results in Figure 6, this is a worst-case scenario

for our implementation, as NEST is still outperforming ROOT-Sim

on a single node in both configurations for both benchmarks.

From the results, we anyhow observe that the scalability trends

of both ROOT-Sim and NEST are comparable for the CUBA bench-

mark (Figures 7a and 8a). This is an indication that our proposal

(particularly concerning retractable messages and publish/subscribe

events) can dampen out the performance penalty observed on the

single node in the case of a distributed simulation. Conversely,

in the case of a smaller network (Figures 7b and 8b) the NEST

implementation does not scale, probably due to synchronization

overhead, although, in most of the configurations, it is still able to

deliver better performance results—again, sacrificing preciseness.

To better understand the dynamics of our PDES speculative

simulation with respect to NEST’s time-stepped simulation, we

have also carried out an experiment using the large network in

CUBA benchmark when varying the network activity, i.e. the total

number of spikes in the simulation. From the results reported in

Figure 9, we see that NEST is also showing a performance that is

independent of the amount of activity in the network (Figure 9b),

while the Time Warp simulation based on ROOT-Sim can exploit

this reduced amount of interactions. This is an expected result,

given the nature of both simulation methodologies. At the same

time, it is interesting to note that when the number of nodes is

reduced, the benefit is increased (see Figure 9a). This is related

to the fact that more LPs are bound to the same thread when the

number of nodes is smaller. In this scenario, the publish/subscribe

messaging mechanism that we have devised is likely to pay off

more. This indicates that if larger networks have to be simulated

on a same-scale machine, the performance improvement offered by

this runtime support can be non-minimal.

Finally, to shed light on the reason behind the performance

gap between the ROOT-Sim implementation and the NEST one (al-

though we recall that the results have been obtained in a worst-case

scenario), we report in Figure 10 a breakdown of the time spent

in the initialisation phase vs the simulation phase for the CUBA

benchmark on the cluster of m5.8xlarge virtual machines. As it

can be seen, the simulation pays a non-negligible almost-constant

time spent in the initialisation phase, while the simulation phase

is scaling significantly. This indicates that if more effective initial-

isation strategies are devised, our approach might also improve

performance when simulating smaller-scale networks.

4 8 12 16 20 24 28 32
Nodes

0

100

200

300

400

W
al

l C
lo

ck
 T

im
e 

(s
)

ROOT-Sim NEST

(a) CUBA.

4 8 12 16 20 24 28 32
Nodes

0

100

200

300

400

500

600

W
al

l C
lo

ck
 T

im
e 

(s
)

ROOT-Sim NEST

(b) Potjans and Diesmann’s.

Figure 7: Distributed Scalability (m5.4xlarge).
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Figure 8: Distributed Scalability (m5.8xlarge).

6 CONCLUSIONS AND FUTUREWORK

Wehave presented amethodology and technical support to run SNN

models on top of Time Warp-based PDES runtime environments.

The main results of our contribution are related to the capability
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Figure 9: Performance when Varying Network Activity

(m5.8xlarge).
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Figure 10: Initialisation vs Simulation Time (m5.8xlarge).

of the PDES simulations to deliver more accurate results with re-

spect to state-of-the-art SNN simulators while providing scalability

trends showing that, if extremely large-scale networks are to be

simulated, our approach can outperform the same state-of-the-art

runtime environments. At the same time, our experimental assess-

ment has shown that some models’ configuration parameters make

traditional time stepped simulations outperform PDES simulations

run on general-purpose runtime environments. We have also iden-

tified a potential bottleneck that plays as a show-stopper to deliver

timely simulation results. Investigating how to improve this part of

the overall simulation will be dealt with in future work.
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