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ABSTRACT
While transitioning to exascale systems, it has become clear that

power management plays a fundamental role to support a viable

utilization of the underlying hardware, also performance-wise. To

meet power restrictions imposed by future exascale supercomput-

ers, runtime environments will be required to enforce self-tuning

schemes to run dynamic workloads under an imposed power cap.

Literature results show that, for a wide class of multi-threaded ap-

plications, tuning both the degree of parallelism and frequency/

voltage of cores allows a more effective use of the budget, compared

to techniques that use only one of these mechanisms in isolation.

In this paper, we explore the issues associated with applying these

techniques on speculative Time-Warp based simulation runtime

environments. We discuss how the differences in two antithetical

Time Warp-based simulation environments impact the obtained re-

sults. Our assessment confirms that the performance gains achieved

through a proper allocation of the power budget can be significant.

We also identify the research challenges that would make these

form of self-tuning more broadly applicable.

CCS CONCEPTS
• Computing methodologies → Discrete-event simulation;
• Hardware → Chip-level power issues; • Software and its
engineering → Software performance.
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1 INTRODUCTION
The power consumption of computing systems has emerged as the

key limiting factor in the up-hill battle of achieving application

speed-up in the post Dennard scaling era. The portion of cores’
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circuitry that must be turned off at any given time due to thermal

constraints for the phenomenon known as Dark Silicon [12] is

expected to increase significantly in the following years. In this

context, the allocation of the power budget of computing units

should be considered as a first-class citizen when targeting both

energy efficiency and application performance.

Hardware manufacturers introduced different mechanisms over

the years that provide a reduction in the system power consump-

tion in operational contexts, often at the expense of performance.

The most significant are Dynamic Voltage and Frequency Scal-

ing (DVFS), which allows lowering the voltage and the frequency

(hence the power consumption) of a processor/core in a controlled

manner, and Clock Gating, which disables some processor/core

circuitry during idle periods. DVFS can be controlled directly from

software, while Clock Gating can be exploited indirectly by limiting

the number of threads running in parallel. Literature results [9]

show that a proper use of these mechanisms at runtime can provide

a significant increase in the application performance achievable

within a fixed power budget, also known as a power cap.
Most literature approaches rely on either exploration-based solu-

tions or model-based solutions, both of which exploit the runtime

sampling of the application performance and power consumption

for different configurations to predict the most favorable setting.

This sampling is generally not trivial for speculative simulations,

based on the Time-Warp paradigm [19], where the rate of applica-

tion progress can only be measured accurately at specific points

in time—actual committed events are typically identified when a

new Global Virtual Time instant is cooperatively agreed upon by

the concurrent processing elements of the simulation. At the same

time, most Time Warp runtime environments [5, 23, 26] rely on a

(more or less static) binding between Logical Processes (LPs) and

Processing Elements. This approach—which usually boils down to

each thread managing a subset of all LPs for an execution phase or

even for the lifetime of the simulation—is an easy technical solution

to guarantee data separation and reduce the number of synchroniza-

tion points in the runtime environments. Changing the number of

threads involved in the simulation at runtime requires a rebinding

of LPs to Processing Elements, which might introduce a significant

degradation in performance. Similarly, simulation engines which

do not require explicit rebinding (see, e.g., [18, 22]) could suffer

from memory asymmetry or locality drawbacks.

In this paper, we study the problem of allocating a fixed power

budget of a system running speculative simulations at runtime

with the goal of maximizing application performance. We apply

a state-of-the-art power cap optimization technique to two anti-

thetical Time-Warp based runtime environments with the goal of

https://doi.org/10.1145/3384441.3395980
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Figure 1: Example of the exploration phases of the power
capping technique presented in [9].

showing how the diversities in the underlying Time Warp imple-

mentation mechanics can result in significantly different outcomes.

We experimentally show how dynamically changing the degree of

parallelism in combination with DVFS enables higher performance

within the power cap compared to techniques that rely solely on

tuning the frequency and voltage of cores. Finally, we outline the

characteristics that a Time-Warp based simulation runtime should

bear to empower an effective use of the power budget.

2 TARGET MODEL AND MOTIVATIONS
We investigate the challenges and opportunities of optimizing the

performance under a power cap of speculative simulations by ap-

plying a state-of-the-art power capping technique that relies on the

exploration of a portion of the space of configurations, intended as

the CPU P-states (cores frequency and voltage) and the number of

threads running in parallel, that provides the highest performance

within the power constraint [9]. This technique has been proved to

find the optimal configurations under a set of assumptions—which

we experimentally prove in this paper to also apply for speculative

simulations—as long as the returned values of performance and

power consumption of the sampled configurations are accurate

with respect to their real values.

The selected technique has the distinctive feature of considering

application scalability as a decisive element in the power budget

allocation, and has been proved to be effective for a wide range of

multi-threaded application with very different scalability profiles.

This is particularly relevant for speculative simulations—and in

general for applications that rely on optimistic synchronization

schemes—where an increase in the degree of parallelism can lead

to a higher rollback probability, and consequently to an increase

in the fraction of power spent on operations that do no contribute

to application progress. In this context, considering a fixed power

budget, the selection of a configurationwith a relatively low number

of cores at a relative high core frequency over configurations with a

higher number of cores set at a lower operating frequency depends

on the specific characteristics of the model, the runtime dynamics

of the simulation engine, and the hardware running the simulation.

The exploration procedure relies on three phases, where each

phase selects the optimum of a different subset of configurations.

Phase 1 explores the space of configurations for a fixed P-state 𝑃1.

We note that the selection of 𝑃1 is irrelevant for the correctness of

the procedure. At the end of phase 1, the optimum configuration

within the sub-space is selected, denoted as (𝑃1, 𝑇 1
). Subsequently,

Phase 2 explores the space of configurations with P-state lower than

𝑃1 and with the number of active threads lower than 𝑇 1
. On the

opposite, Phase 3 explores the space of configurations with P-state

higher than 𝑃1 and with the number of active threads higher than

𝑇 1
. An example of the exploration steps performed by the technique

(with phases highlighted) is provided in Figure 1. By comparing

the configurations returned by the three phases, the exploration

procedure can select the optimum of the whole bi-dimensional

space of configurations in linear time.

To achieve this result, the technique relies on a set of experimen-

tal evidences that allow the exclusion of portions of the space of

configurations which surely cannot contain the optimum. These

experimental results are obtained by studying the effects on perfor-

mance and power consumption of changing in combination both

the CPU P-state and the degree of parallelism. The authors proved

the optimality of the proposed technique under the assumption of

these experimental results, which were found to be true for the

vast majority of the considered multi-threaded workloads. These

assumptions are:

(1) by fixing the CPU P-state and increasing the number of

parallel threads, the throughput either increases monotoni-

cally and then decreases, always decreases monotonically,

or always increases monotonically;

(2) the throughput curves preserve their shape when changing

P-state, i.e. the ordering relations on the throughput values

when changing the number of threads are not affected by

the P-state;

(3) by decreasing P-state, which results in an increase in perfor-

mance and voltage, the throughput always increases for any

fixed number of parallel threads;

(4) either decreasing P-state (increasing frequency and voltage)

or increasing the number of parallel threads increases the

system power consumption.

In this work, we consider the throughput as a generic metric that

measures the rate of application progress. In the context of specu-

lative simulation, we consider throughput as the rate of committed

events per second. Different general metrics could also be used,

such as the response time, as long as they reflect the different rate

of application progress when comparing different configurations.

We investigated these assumptions in the context of speculative

simulations based on the Time Warp paradigm by studying the

results of performance and power consumption of different mod-

els run on top of two distinct simulation runtime environments,

namely the ROme Optimistic Simulator (ROOT-Sim) [26] and the

Ultimate Share-Everything Simulator (USE) [18].
ROOT-Sim is based on non-blocking coordination algorithms

both on the single node, and in the distributed deployment, thus

enabling for enhanced scalability. For the purpose of this work, it is

interesting to note that ROOT-Sim enforces a loose binding between

LPs and worker threads, supporting a periodic rebalancing opera-

tion [33], whose principal goal is to even out the workload assigned

to every worker thread, so as to reduce clock skew probability.

USE is a highly-optimized PDES engine for shared-memory

multi-core machines, which provides non-blocking progress in

both virtual and wall-clock time. The key characteristic of USE is

the presence of a unique pool of events to be processed, which is

shared among all the compute units (worker threads) of the runtime
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Figure 2: Preliminary results which show that the assumptions used by the power capping technique in [9] apply also for
speculative simulation.

environment. This guarantees that the computing power is always

assigned to the processing of highest-priority events, thus reducing

the occurrence of causality violations, and consequently improving

the overall efficiency.

The four assumptions on which the power capping technique

relies on were found to hold experimentally for different models

on both runtime environments. As an example, Figures 2a–2c show

the speed-up and power consumption obtained for the whole space

of configurations considering the PHOLD simulation model [14]

with 64 LPs run on top of USE—further details on the considered

models, and the characteristics of the hardware will be discussed in

Section 4. The results shown in Figure 2a offer an example to assess

the validity of Assumption 2 and Assumption 3. Similarly, Figure 2b

affirms the soundness of Assumption 4. Finally, Figure 2c shows

the scalability curves of different models run on USE. The curves

adhere to the trends identified in Assumption 4. Similar results have

been observed also on ROOT-Sim with the same models.

3 RELATEDWORK
Runtime tuning and self optimization is a technique which has

been thoroughly studied in the context of speculative simulation,

focusing on diverse subsystems of traditional Time Warp runtime

environments [17]. For example, it has been used to fine tune the

checkpoint interval [1, 13, 30], to select the best checkpointing

strategy [27], for event scheduling [4, 24, 29, 31], to decide upon

the technique to implement a rollback (e.g. state saving vs. reverse

computation [7]), to find a proper binding between LPs and pro-

cessing elements performance-wise [23, 33], or to control overall

memory consumption [10].

Most of these optimizations have been tailored for a reduction

of the rollback probability [21], for a containment of the effects of

rollbacks on performance [11], for accelerating the critical path [32]

by dynamically adjusting the number of events executed in each

LP cycle, or to jointly reach many of these goals by limiting op-

timism [20], also in the face of irregular workloads [6]. Previous

research [28] has investigated the possibility to rely on DVFS to

improve the performance of a Time Warp simulation. Nevertheless,

the approach proposed in [28] aimed at controlling the effects of

rollbacks by means of core’s clock frequency adjustment.

Although recently witnessed as a fundamental aspect [15, 16],

energy efficiency in Time Warp simulation has only seen limited

attention, having been incidentally deal with either in indirect

ways [25], or with a focus on synchronization in distributed de-

ploys [2]. A recent work [8] has proposed a new organization of

Time-Warp runtime environments, to tackle performance under a

power cap, with a future eye on heterogeneous architectures. This

latter architecture could easily benefit from the results in this paper.

4 EXPERIMENTAL EVIDENCES
We have relied on one synthetic benchmark and one real-world

application. The synthetic benchmark is the classical PHOLD [14].

In this benchmark, every LP schedules events for any other LP in

the system, with an exponential timestamp increment. We have set

the loop duration to provide an event granularity ranging from 70𝜇𝑠

to 150𝜇𝑠 , depending on the selected P-state. We have run different

configurations, using from 60 to 1024 LPs.

We have also modified the standard PHOLD configuration to

have some LPs work as hot spots. In this varied configuration, all LPs
send 50% of their events to one of the hot-spot LPs. We configured

this PHOLD variant to use 1024 LPs, and only two hot spots. The

hot-spot dynamic is activated periodically, resulting in the model

alternativelyworkingwith andwithout hot spots. This kind ofwork-

load is traditionally known to be difficult to be managed by PDES

runtime environments, since they increase both the (cascading)

rollback probability, and the rollback length. It is therefore a good

worst-case candidate to stress test the performance-maximization

exploration strategy under a power cap. Moreover, its dynamism

makes it an ideal test case to assess the benefits of real-time tuning.

The second benchmark is traffic, a vehicular model initially pre-

sented in [34]. This model offers micro-simulation capabilities of

traffic jams at the details of a single car in a street. We have config-

ured the traffic model to simulate the entire Italian highway system

(islands excluded, to have a fully-connected graph), using 137 LPs.

Every node is described in terms of car inter-arrival time and car

leaving probability (therefore describing its load), while edges are

described in terms of their length. Given the high amount of data

to be processed, the duration of events in this case is much larger,

on the order of milliseconds, and varies significantly during the

simulation run. Moreover, the small number of LPs involved in the

simulation is an actual worst-case scenario, because it shows a very

high degree of speculation.

All experiments have been run on a dedicated bare-metal ma-

chine, equipped with dual Intel Xeon Silver 4210 CPUs, each with

10 physical cores and 20 threads (for a total of 40 hyper-threads),
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Figure 3: Fraction of time spent in LP rebinding with varying time interval

Table 1: Normalized standard deviation of throughput sam-
ples for PHOLD.

Root-sim USE

Sampling

period(s)

64 LP 256 LP 1024

LP

64 LP 256 LP 1024

LP

0.05 6.57 25.28 139.4 4.55 2.20 4.27

0.1 4,04 14.40 76.23 3.25 1.56 2.85

0.2 3.27 9.22 37.39 3.01 1.08 1.30

0.5 2.35 4.64 21.29 1.90 0.65 0.74

1.0 2.30 3.82 15.63 1.85 1.15 1.19

2.0 2.42 3.55 8.62 1.33 1.00 1.23

and 64 GB of main memory. As for environmental software, we

have used Debian 10.2, running Linux 4.19.0, and gcc 8.3.0.

Table 1 shows the normalized standard deviation of the through-

put samples taken by the two runtime environments when running

PHOLD, considering different sampling periods for 64, 256 and

1024 LPs. We computed the normalized standard deviation for each

number of active threads (from 1 to 40) with fixed P-state over

multiple hundreds of samples and calculated the average. The goal

of this study is to investigate the variability of the throughput mea-

surements of the samples for the two runtimes with both a static

configuration and a static workload. We recall that the power cap-

ping technique relies on the accuracy of the throughput samples

acquired during the exploration procedure to select the configura-

tion that maximizes the performance. We have varied the sampling

period from 0.05 to 2 seconds. A higher period is impractical: in

ROOT-Sim it corresponds to the GVT computation, which directly

triggers other fundamental operations, such as fossil collection.

As expected, the normalized standard deviation decreases as the

size of the sampling period increases. Longer intervals cover an

overall higher percentage of the execution time, which is generally

very similar when considering multiple executions of the same

static workload with the same configuration. In USE, we observe

significantly lower values than ROOT-Sim. This is related to the

fact that the implementations of the two runtime environments are

significantly different. In particular, USE relies on a single shared

event pool which is accessed in a non-blocking fashion. This allows

to avoid costly synchronization protocols to determine the GVT

(and hence the throughput), because the value corresponds to the

head element in the queue. Converesely, ROOT-Sim relies on a

traditional consensus protocol to determine the GVT (and hence

the number of committed events). Moreover, the need to rely on

multiple queues in ROOT-Sim determines increased costs when

the number of LPs varies, which depend on message-exchange

patterns, rollback dynamics, and coasting forward effects for state

reconstructions—this is confirmed by the fact that when running

models with only 64 LPs the ratio (ROOT-Sim deviation/USE devia-

tion) is 1.44, while with 1024 LPs the ratio is 32.64. All these aspects

determine a stabler behavior in USE. Overall, this means that tra-

ditional multi-queue implementations for Time Warp simulation

engines easily violate the heuristic assumption that, given a certain

configuration, throughput estimation is kept stable.

In Figure 3 we provide experimental data related to the rebinding

operation in ROOT-Sim. As mentioned, this operations is triggered

for two purposes in our experiment: on the one hand, we keep

the original goal of balancing at runtime the load of the different

Processing Elements, to reduce the rollback probabilty. On the other

hand, rebinding is required every time that the heuristic decides

upon the (de)activation of some worker thread. In our implemen-

tation, this operation is triggered at every new GVT computation,

which is the time instant at which a thread is possibly (de)activated.

By the results, where we assume to change the number of threads

at each GVT, we can observe that when the GVT computation is

triggered often (e.g., every 200 milliseconds), the impact of the re-

binding operation is as high as 25% of the overall execution time.

The impact grows linearly with the number of active threads, due

to the coordination nature of this operation, which requires at least

one barrier among all the threads, to avoid that an LP is concurrently

scheduled by multiple threads. Similarly, there is a proportional

growth in the cost with the number of LPs, which is also expected

due to the fact that the rebinding operation has to estimate the

future workload, to perform an even rebalancing. This result em-

phasizes that, to allow for dynamic management of threads for

energy optimization, this operation requires careful attention, not

to hamper the overall performance.

Figure 4 shows the effectiveness of the power capping technique

(referred to as DVFS+TS, where TS stands for thread scheduling) for

ROOT-Sim, considering different values of the sampling interval for

PHOLD with 64, 256 and 1024 LPs and two different power caps (55

and 65Watt). These results are compared to an oracle, which selects

the configuration that provides the maximum performance within

the cap, and a technique referred to as DVFS that only changes

P-state to meet the cap while keeping all the threads running. The

latter does not rely on throughput samples but only on power

consumption samples which are generally stable for intervals in

the tens of milliseconds or higher. Both DVFS+TS and DVFS rely

on a exploration procedure followed by an exploitation phase. We
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set the duration of the exploitation phase dynamically such that

the percentage of time spent in the exploration is equal to 10% of

the overall execution time. We recall that during the exploration

the application is still generating progress, and that the techniques

tends to visit configurations that are close to the optimum, which

limits the overall exploration overhead. The percentage of power

cap violation is insignificant for both DVFS and DVFS+TS as they

both reduce core frequency whenever the cap is exceeded.

PHOLD with 256 and 1024 LPs are very scalable workloads as

their optimal configurations for both 55 watt and 65 watt use 40

active threads at scaled frequencies. These workloads are very

favorable to the DVFS-only technique—which obviously selects

the optimal configurations—showing only minor slow-downs com-

pared to the oracle due to the rebinding and exploration overheads.

According to the data shown in Table 1, the variance of the through-

put samples for these models is very significant, which makes it

unable to find the optimal configuration for any duration of the sam-

pling interval. As expected, with higher duration of the sampling

interval and higher accuracy of the measurements, the performance

of DVFS+TS gets closer to optimum, despite not reaching it. Con-

versely, the low variability of the samples for PHOLD on ROOT-Sim

with 64 LPs allows the power capping technique to find the opti-

mum when the duration of the sampling interval is equal to 0.2

seconds or higher. The DVFS technique shows a significant slow-

down compared to the optimum, which selects 20 threads with

P-state 8 and 3 for 55 Watt and 65 Watt respectively. Overall, these

results show that a non-stable throughput, typical of traditional

Time-Warp runtimes, is a limitation to the adoption of autonomic

energy-aware self-tuning schemes.

Conversely, Figure 5 shows the results on USE considering a fixed

sample interval of 0.2 seconds, which offers a sufficient accuracy

for all the considered workloads. The technique always manages

to find the optimum, thus matching the DVFS-only technique in

Table 2: PHOLD: Speedup with 40 threads wrt to Sequential.

60 LP 256 LP 1024 LP

ROOT-Sim 5.17 13.37 36.27

USE 8.86 16.96 38.43

its favorable workloads, while also being very close to the oracle

whenever a lower number of active threads at higher frequency

can be more beneficial to performance. The overhead is also lower

compared to ROOT-Sim, as USE does not require the rebinding of

LPs when changing the number of active threads. In Figure 5 we

also provide the results with traffic, where the high contention leads

to very poor performance for the DVFS technique, while DVFS+TS

reaches the performance level of the oracle. Morever, in the hot-

spot configuration (hs-mixed in the plots) the dynamic technique

manages to follow the variability of the workload, offering up to 26%

increased performance compared to the best static configuration.

Finally, to show that we have been discussing competitive par-

allel implementations, in Table 2 we provide the speedup over a

sequential simulation built relying on a fast Calendar Queue-based

scheduler [3] of the PHOLD model, when using all 40 cores.

5 DISCUSSION AND FUTUREWORK
In this work, we have provided experimental evidences of the be-

havior of state-of-the-art PDES runtime environments, when trying

to maximize their performance under a power cap. We have relied

on a technique [9] that explores a sub-set of the configurations of

number of active threads and P-States to find the configuration that

provides the maximum performance under the power cap. However,

the optimality of the technique depends on the accuracy of the sam-

ples acquired during the exploration. Our results attest the benefit

of this approach from an energy and performance point of view.

Beyond the numerical results, we can draw two different conclu-

sions, which call for an additional research effort in the upcoming
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years to allow runtime environments to benefit even more from

this strategy, also in preparation for exascale computing systems.

We have emphasized the need for loose coupling between LPs

and processing elements. While this conclusion has already been

discussed in the literature (see, e.g., [23, 33]), we have shown to

what extent it is fundamental when dealing with energy-efficient

simulation runs. Indeed, as we have shown, being able to promptly

change the number of active threads at runtime is mandatory to

identify configurations which can provide effective speedups under

an imposed power cap. While we have shown that effective imple-

mentations of the rebalancing operation for traditionally-organized

runtime environments exist [33], this is a research topic which well

deserves attention, also trying to identify mixed configurations be-

tween share-everything and share-nothing runtime environments.

At the same time, we have shown that the greatest impairment

to enacting effective energy-efficient configurations in traditional

PDES runtime environments comes from the extremely slow rate at

which accurate throughput measurement can be provided. Indeed,

traditional runtime environments can accurately provide such a

measurement only when a new GVT value is computed. Increasing

the frequency of such a coordination protocol could be detrimental

for the performance, making any optimization strategy based on

exploration ineffective. Different approaches, such as the share-

everything one, allow to rely on much more accurate and stable

measurements. Nevertheless, by design, such runtime environments

cannot be immediately ported to distributed architectures, thus

making extremely large models intractable. Moreover, our through-

put metric relies on both event granularity and workload being

constant during exploration.

There is therefore an urgent need to either identify technical

solutions to bring the share-everything paradigm to distributed

environments, without violating the assumptions this paradigm

has been built upon, or to identify new accurate metrics to estimate

the throughput, also when committed information is not available.

We claim that if all the above aspects are not properly addressed,

then it will be extremely difficult to jointly meet performance and

energy-efficiency goals in the upcoming years.
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